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This section encompasses the following chapters:

m Introduction chapter on page 20

m Getting Started chapter on page 24

m Document Organization and Conventions chapter on page 25
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This PSoC 6 MCU technical reference manual (TRM) provides comprehensive and detailed information about the
functions of the PSoC 6 MCU device hardware. It is divided into two books: architecture TRM and registers TRM. The
TRM is not recommended for those new to the PSoC 6 MCU, nor as a guide for developing PSoC 6 MCU applications.
Use these documents instead:

m Device datasheet

m Peripheral Driver Library (PDL) documentation
m Application notes
[

Code examples

The PSoC™ MCU is a scalable and reconfigurable platform architecture that supports a family of programmable embedded
system controllers with Arm® Cortex® CPUs (single and multi-core). The PSoC 62 product family, based on the PSoC 6 MCU
platform, is a combination of a dual-core microcontroller with built-in programmable peripherals. It incorporates integrated
low-power flash technology, digital programmable logic, high-performance analog-to-digital and digital-to-analog conversion,
low-power comparators, touch sensing, serial memory interface with encryption, and standard communication and timing
peripherals.

1.1 Features

32-bit Dual CPU Subsystem

150-MHz Arm® Cortex®-M4F (CM4) CPU with single-cycle multiply, floating point, and memory protection unit (MPU)
100-MHz Cortex-M0+ (CMO0+) CPU with single-cycle multiply and MPU

User-selectable core logic operation at either 1.1 V or 0.9 V

Active CPU current slope with 1.1-V core operation

Active CPU current slope with 0.9-V core operation

Two DMA controllers with 16 channels each

Memory Subsystem

m 1-MB application flash, 32-KB auxiliary flash (AUXFlash), and 32-KB supervisory flash (SFlash); read-while-write (RWW)
support. Two 8-KB flash caches, one for each CPU

m 288-KB SRAM with power and data retention control
One-time-programmable (OTP) 1-Kb eFuse array

Low-Power 1.7-V to 3.6-V Operation

m  Six power modes for fine-grained power management

m Deep Sleep mode with SRAM retention

m  On-chip Single-In Multiple Out (SIMO) DC-DC Buck converter
m Backup domain and real-time clock

Flexible Clocking Options
m  On-chip crystal oscillators
m Phase-locked loop (PLL) for multiplying clock frequency
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m Internal main oscillator (IMO)
m Ultra-low-power internal low-speed oscillator (ILO)
m  Frequency locked loop (FLL) for multiplying IMO frequency

Quad-SPI (QSPI)/Serial Memory Interface (SMIF)

m Execute-In-Place (XIP) from external Quad SPI Flash
On-the-fly encryption and decryption

4-KB cache for greater XIP performance with lower power

Supports single, dual, quad, dual-quad, and octal interfaces

Serial Communication
m Nine run-time configurable serial communication blocks (SCBs)
o Eight SCBs: configurable as SPI, I2C, or UARTs

a One Deep Sleep SCB: configurable as SPI or 12C
m  USB full-speed device interface

Audio Subsystem
m Two PDM channels and one 12S channel with TDM mode

Timing and Pulse-Width Modulation

m Thirty-two timer/counter pulse-width modulators (TCPWMs)
m Center-aligned, Edge, and Pseudo-random modes

m  Comparator-based triggering of Kill signals

Programmable Analog

Introduction

m 12-bit 1-Msps SAR ADC with differential and single-ended modes and 16-channel sequencer with result averaging

One 12-bit voltage mode DAC

Two opamps with low-operation modes

Built-in temp sensor connected to ADC

Up to 100 Programmable GPIOs

m  Two Smart I/O ports (16 1/0s) enable Boolean operations on GPIO pins; available during system Deep Sleep

m Programmable drive modes, strengths, and slew rates
m Six overvoltage-tolerant (OVT) pins

LCD

m LCD segment direct block support up to 61 segments and up to 8 commons

m Operates in Active, Sleep, and Deep Sleep modes

Capacitive Sensing

m CapSense Sigma-Delta (CSD) provides best-in-class SNR, liquid tolerance, and proximity sensing

m Enables dynamic usage of both self and mutual sensing
m  Automatic hardware tuning (SmartSense ™)

Security Built into Platform Architecture
m ROM-based root of trust via uninterruptible Secure Boot
m  Step-wise authentication of execution images

m  Secure execution of code in execute-only mode for protected routines
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m  All Debug and Test ingress paths can be disabled
m Up to eight Protection Contexts

Cryptography Accelerators
m Hardware acceleration for symmetric and asymmetric cryptographic methods and hash functions
m  True Random Number Generator (TRNG) function

Programmable Digital

m 12 programmable logic blocks, each with 8 Macrocells and an 8-bit data path (called universal digital blocks or UDBs)
m Usable as drag-and-drop Boolean primitives (gates, registers), or as Verilog programmable blocks
m Cypress-provided peripheral component library using UDBs to implement functions such as Communication peripherals

(for example, LIN, UART, SPI, I2C, S/PDIF, and other protocols), Waveform Generators, Pseudo-Random Sequence
(PRS) generation, and many other functions.

Profiler

m Eight counters provide event or duration monitoring of on-chip resources

1.2 Architecture

Figure 1-1 shows the major components of the PSoC 62 architecture.
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Figure 1-1. PSoC 6 MCU Architecture Block Diagram
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The block diagram shows the device subsystems and gives a simplified view of their interconnections. The color-code shows
the lowest power mode where the particular block is still functional (for example, LP comparator is functional in Deep Sleep

and Hibernate modes).
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21 PSoC 6 MCU Resources

This chapter provides the complete list of PSoC 6 MCU resources that helps you get started with the device and design your
applications with them. If you are new to PSoC, Cypress provides a wealth of data at www.cypress.com to help you to select
the right PSoC device and quickly and effectively integrate it into your design.

The following is an abbreviated list of PSoC 6 MCU resources:

Overview: PSoC Portfolio, PSoC 6 MCU webpage

Product Selectors: See the PSoC 6 MCU Product Selector Guide to choose a part that suits your application. In addition,
ModusToolbox includes a similar device selection tool to select devices for ModusToolbox projects.

Datasheets describe and provide electrical specifications for each device family.

Application Notes and Code Examples cover a broad range of topics, from basic to advanced level. Many of the
application notes include code examples, which can be opened from ModusToolbox.

Technical Reference Manuals (TRMs) provide detailed descriptions of the architecture and registers in each device family.
CapSense Design Guide: Learn how to design capacitive touch-sensing applications with PSoC devices.
Development Tools

1 ModusToolbox is a free integrated design environment (IDE). It enables you to design hardware and firmware systems
concurrently with PSoC devices.

0 PSoC 6 Kits offer an easy-to-use, inexpensive platform that enables prototyping of wide variety of designs including
loT applications requiring Wi-Fi/Bluetooth/Bluetooth LE using the PSoC 6 MCU at its center.

Additional Resources: Visit the PSoC 6 MCU webpage for additional resources such as IBIS, BSDL models, CAD Library
Files, and Programming Specifications.

Technical Support
o Forum: See if your question is already answered by fellow developers of the PSoC 6 community.
a0 Cypress support: Visit our support page or contact a local sales representative.
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This document includes the following sections:

m Section B: CPU Subsystem on page 29

m Section C: System Resources Subsystem (SRSS) on page 196
m Section D: Digital Subsystem on page 284

m  Section E: Analog Subsystem on page 507

3.1 Major Sections

For ease of use, information is organized into sections and chapters that are divided according to device functionality.

m Section — Presents the top-level architecture, how to get started, and conventions and overview information of the
product.

m  Chapter — Presents the chapters specific to an individual aspect of the section topic. These are the detailed
implementation and use information for some aspect of the integrated circuit.

m  Glossary — Defines the specialized terminology used in this technical reference manual (TRM). Glossary terms are
presented in bold, italic font throughout.

m Registers Technical Reference Manual — Supplies all device register details summarized in the technical reference
manual. This is an additional document.

3.2 Documentation Conventions

This document uses only four distinguishing font types, besides those found in the headings.

m The first is the use of italics when referencing a document title or file name.

m  The second is the use of bold italics when referencing a term described in the Glossary of this document.
m The third is the use of Times New Roman font, distinguishing equation examples.

m  The fourth is the use of Courier New font, distinguishing code examples.

3.2.1 Register Conventions

Register conventions are detailed in the registers TRM.

3.2.2 Numeric Naming

Hexadecimal numbers are represented with all letters in uppercase with an appended lowercase ‘h’ (for example, ‘“14h’ or
3Ah) and hexadecimal numbers may also be represented by a ‘0x’ prefix, the C coding convention. Binary numbers have an
appended lowercase ‘b’ (for example, 01010100b or 01000011b’). Numbers not indicated by an ‘h’ or ‘b’ are decimal.
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Units of Measure

This table lists the units of measure used in this document.

Table 3-1. Units of Measure

3.2.4

Document Organization and Conventions

Acronyms and Initializations

This table lists the acronyms and initializations used in this

document

Table 3-2. Acronyms and Initializations

Abbreviation Unit of Measure
bps bits per second

°C degrees Celsius

dB decibels

dBm decibels-milliwatts

fF femtofarads

G Giga

Hz Hertz

k kilo, 1000

K kilo, 2210

KB 1024 bytes, or approximately one thousand bytes
Kbit 1024 bits

kHz kilohertz (32.000)

kQ kilohms

MHz megahertz

MQ megaohms

WA microamperes

uF microfarads

us microseconds

[\ microvolts

uVrms microvolts root-mean-square
mA milliamperes

ms milliseconds

mV millivolts

nA nanoamperes

ns nanoseconds

nVv nanovolts

Q ohms

pF picofarads

pp peak-to-peak

ppm parts per million

SPS samples per second

c sigma: one standard deviation
\ volts

Acronym Definition
ABUS analog output bus
AC alternating current
ADC analog-to-digital converter
ADV advertising
AES Advanced Encryption Standard
AHB A_MBA (advanced microcontroller bus architecture)
high-performance bus, an Arm data transfer bus
API application programming interface
APOR analog power-on reset
BC broadcast clock
BCD binary coded decimal
BESL best effort service latency
BOD brownout detect
BOM bill of materials
BR bit rate
BRA bus request acknowledge
BRQ bus request
CAN controller area network
Cl carry in
CiC cascaded integrator comb
CMAC cipher-based message authentication code
CMP compare
CcO carry out
COM LCD common signal
CPHA clock phase
CPOL clock polarity
CPU central processing unit
CPUSS CPU subsystem
CRC cyclic redundancy check
CSD CapSense sigma delta
CsX CapSense cross-point
CT cipher text
CTB continuous time block
CTBm continuous time block mini
CTI cross triggering interface
CTM cross triggering matrix
ESR equivalent series resistance
DAC digital-to-analog converter
DAP debug access port
DC direct current
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Table 3-2. Acronyms and Initializations (continued)

Document Organization and Conventions

Table 3-2. Acronyms and Initializations (continued)

Acronym Definition Acronym Definition

DES Data Encryption Standard IRES initial power on reset

DFF D flip-flop IRA interrupt request acknowledge

DI digital or data input IRK identity resolution key

DL drive level IRQ interrupt request

DMA direct memory access ISA instruction set architecture

DMIPS Dhrystone million instructions per second ISR interrupt service routine

DNL differential nonlinearity IT™ instrumentation trace macrocell

DO digital or data output IVR interrupt vector read

DSl digital system interconnect IZTAT zero dependency to absolute temperature

DSP digital signal processing JWT JSON web token

DSM Deep Sleep mode L2CAP logical link control and adaptation protocol

DU data unit LCD liquid crystal display

DW data wire LFCLK low-frequency clock

ECO external crystal oscillator LFSR linear feedback shift register

EEPROM electrically erasable programmable read only LIN local interconnect network
memory LJ left justified

EMIF external memory interface LL link layer

ETM embedded trace macrocell LNA low-noise amplifier

FB8 feedback LP system low-power mode

FIFO first in first out LPCOMP | Low-Power comparator

FPU floating point unit LPM link power management

FSR full scale range LR link register

GAP generic access profile LRb last received bit

GATT generic attribute profile LRB last received byte

GFSK Gaussian frequency-shift keying LSb least significant bit

GPIO general-purpose /O LSB least significant byte

HCI host-controller interface LUT lookup table

HFCLK high-frequency clock MAC message authentication code

HMAC hashed message authentication code MISO master-in-slave-out

HPF high-pass filter MMIO memory mapped input/output

HSIOM high-speed 1/0 matrix MOSI master-out-slave-in

12c inter-integrated circuit MPU memory protection unit

12s inter-IC sound MSb most significant bit

IDE integrated development environment MSB most significant byte

ILO internal low-speed oscillator MSP main stack pointer

ITO indium tin oxide MTB micro trace buffer

IMO internal main oscillator NI next instant

INL integral nonlinearity NMI non-maskable interrupt

110 input/output NVIC nested vectored interrupt controller

IOR 1/0 read OE output enable

I0W 1/0O write OSR over-sampling ratio

IPC inter-processor communication OVP over-voltage protection

IPTAT proportional to absolute temperature PA power amplifier

PSoC 6 MCU:
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Table 3-2. Acronyms and Initializations (continued)

Document Organization and Conventions

Table 3-2. Acronyms and Initializations (continued)

Acronym Definition Acronym Definition
PC program counter SMPU shared memory protection units
PCB printed circuit board SOF start of frame
PCH program counter high SOl start of instruction
PCL program counter low SP stack pointer
PD power down SPD sequential phase detector
PDU protocol data unit SPI serial peripheral interconnect
PGA programmable gain amplifier SPIM serial peripheral interconnect master
PHY physical layer SPIS serial peripheral interconnect slave
PLD programmable logic device SRAM static random-access memory
PM power management SROM supervisory read only memory
PMA PSoC memory arbiter SRSS system resources subsystem
POR power-on reset SSADC single slope ADC
PPOR precision power-on reset SSC supervisory system call
PPU peripheral protection units SVCall supervisor call
PRNG pseudo random number generator SYSCLK system clock
PRS pseudo random sequence SWD single wire debug
PSA Platform Security Architecture SWv serial wire viewer
PSoC Programmable System-on-Chip TAR turn-around time
PSP process stack pointer TC terminal count
PSR program status register TCPWM timer, counter, PWM
PSRR power supply rejection ratio D transaction descriptors
PSSDC power system sleep duty cycle TDM time division multiplexed
PWM pulse width modulator TFF toggle flip-flop
RAM random-access memory TIA trans-impedance amplifier
RETI return from interrupt TPIU trace port interface unit
RF radio frequency TRM technical reference manual
RNG random number generator TRNG True random number generator
ROM read only memory UART universal asynchronous receiver/transmitter
ROT root of trust uLB system ultra low-power mode
RPA resolvable private address ubB universal digital block
RMS root mean square usB universal serial bus
RW read/write USBIO usB I/0
SAR successive approximation register VTOR vector table offset register
SARSEQ SAR sequencer WCO watch crystal oscillator
SEG LCD segment signal WDT watchdog timer
SEO single-ended zero WDR watchdog reset
sSC switched capacitor wiC wakeup interrupt controller
SCB serial communication block XRES external reset
SHA-256 Secure Hash Algorithm XRES_N external reset, active low
SIE serial interface engine
SIMO single input multiple output
SIO special /10
SNR signal-to-noise ratio
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This section encompasses the following chapters:

CPU Subsystem (CPUSS) chapter on page 31
SRAM Controller chapter on page 38
Inter-Processor Communication chapter on page 40
Fault Monitoring chapter on page 48

Interrupts chapter on page 55

Protection Units chapter on page 70

DMA Controller chapter on page 85

Cryptographic Function Block (Crypto) chapter on page 95
Program and Debug Interface chapter on page 136
Nonvolatile Memory chapter on page 146

Boot Code chapter on page 173

eFuse Memory chapter on page 189

Device Security chapter on page 191
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Figure 3-1. CPU System Block Diagram
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This PSoC 6 MCU technical reference manual (TRM) provides comprehensive and detailed information about the
functions of the PSoC 6 MCU device hardware. It is divided into two books: architecture TRM and registers TRM. The
TRM is not recommended for those new to the PSoC 6 MCU, nor as a guide for developing PSoC 6 MCU applications.
Use these documents instead:

m Device datasheet

m Peripheral Driver Library (PDL) documentation
m Application notes
[

Code examples

The CPU subsystem is based on dual 32-bit Arm Cortex CPUs, as Figure 4-1 shows. The Cortex-M4 is the main CPU. It is
designed for short interrupt response time, high code density, and high 32-bit throughput while maintaining a strict cost and
power consumption budget. A secondary Cortex-M0+ CPU implements security, safety, and protection features.

This section provides only an overview of the Arm Cortex CPUs in PSoC 6 MCUs. For details, see the Arm documentation
sets for Cortex-M4 and Cortex-MO+.

Some PSoC 6 MCU parts have only one CPU. See the device datasheet for details.

4.1 Features

The PSoC 6 MCU Arm Cortex CPUs have the following features:

m Cortex-M4 has a floating-point unit (FPU) that supports single-cycle digital signal processing (DSP) instructions, and a
memory protection unit (MPU). Cortex-M0+ has an MPU.

m Both CPUs have 8-KB instruction caches with four-way set associativity.

m  Maximum clock frequency of 150 MHz for the Cortex-M4 and 100 MHz for the Cortex-M0+".

m  The Cortex-M4 implements a version of the Thumb instruction set based on Thumb-2 technology (defined in the Armv7-M
Architecture Reference Manual). The Cortex-M0O+ supports the Armv6-M Thumb instruction set (defined in the Armv6-M
Architecture Reference Manual). See “Instruction Set” on page 37.

m Both CPUs have nested vectored interrupt controllers (NVIC) for rapid and deterministic interrupt response. For details,
see the Interrupts chapter on page 55

m Both CPUs have extensive debug support. For details, see the Program and Debug Interface chapter on page 136.
SWJ: combined serial wire debug (SWD) and Joint Test Action Group (JTAG) ports

Serial wire viewer (SWV): provides real-time trace information through the serial wire output (SWO) interface
Breakpoints

a o oa

Watchpoints
o Trace: Cortex-M4: embedded trace macrocell (ETM). Cortex-MO0+: 4-KB micro trace buffer (MTB)
m Inter-processor communication (IPC) hardware — see the Inter-Processor Communication chapter on page 40.

1. For CM4 speeds above 100 MHz, CMO0+ and bus peripherals are limited to half the speed of CM4. Therefore, for CM4 running at 150 MHz, CM0+ and
peripherals are limited to 75 MHz in system low-power (LP) mode. In system ultra-low-power (ULP) mode, CPU speeds are limited to 50 MHz and 25 MHz
respectively. See Device Power Modes chapter on page 204.
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4.2 Architecture

Figure 4-1. CPU Subsystem Block Diagram
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Each CPU is a 32-bit processor with its own 32-bit datapath and a 32-bit memory interface. Each CPU has its own set of 32-
bit registers. They support a wide variety of instructions in the Thumb instruction set. They support two operating modes (see
“Operating Modes and Privilege Levels” on page 36).

The Cortex-M4 instruction set includes:

Signed and unsigned, 32x32 — 32-bit and 32x32 — 64-bit, multiply and multiply-accumulate, all single-cycle

Signed and unsigned 32-bit divides that take two to 12 cycles

DSP instructions, including single instruction multiple data (SIMD) instructions

Complex memory-load and store access

m  Complex bit manipulation; see the bitfield instructions in Table 4-6

The Cortex-M4 FPU has its own set of registers and instructions. It is compliant with the ANSI/IEEE Std 754-2008, IEEE
Standard for Binary Floating-Point Arithmetic.

The Cortex-M0+ has a single cycle 32x32 — 32-bit signed multiplication instruction.
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4.2.1 Address and Memory Maps

Both CPUs have a fixed address map, with shared access to memory and peripherals. The 32-bit (4 GB) address space is
divided into the regions shown in Table 4-1. Note that code can be executed from the code and SRAM regions.

Table 4-1. Address Map for Cortex-M4 and Cortex-MO+

Address Range Region Name Use

Program code region. You can also put data here. It includes the exception vector

0x0000 0000 — OxTFFF FFFF Code table, which starts at address 0.
0x2000 0000 — O0x3FFF FFFF SRAM Data region. This region is not supported in PSoC 6.
0x4000 0000 — OX5FFFE FFEF Peripheral All peripheral registers. Code cannot be executed from this region. Note that the

Cortex-M4 bit-band in this region is not supported in PSoC 6.
0x6000 0000 — Ox9FFF FFFF External RAM Not used
0xA000 0000 — OXDFFF FFFF External Device | Not used

Private Peripheral
Bus (PPB)

0xE010 0000 — OXFFFF FFFF Device Device-specific system registers.

0xEO000 0000 — OXEOOF FFFF Provides access to peripheral registers within the CPU core.

The device memory map shown in Table 4-2 applies to both CPUs. That is, the CPUs share access to all PSoC 6 MCU
memory and peripheral registers.

Table 4-2. PSoC 6 Memory Map

Address Range Name Comments
0x0000 0000 — 0x0002 0000 | SROM 128 Kbytes
0x0800 0000 — 0x0804 8400 | SRAM Up to 288 Kbytes
0x1000 0000 — 0x1010 0000 | User Application Flash Up to 1 Mbyte
0x1600 0000 — 0x1600 8000 | Supervisory Flash (SFlash) | 32K for secure access
0x1800 0000 — 0x0800 0000 | External memory 128 Mbyte execute-in-place (XIP) region

SRAM is located in the code region for both CPUs (see Table 4-1). This facilitates executing code out of SRAM. There is no
physical memory located in the CPUs’ SRAM region.

Note: The CPUSS_CMO_VECTOR_TABLE_BASE and CPUSS_CM4 VECTOR_TABLE_BASE registers determine the
location of the vector table for each CPU. A number of LS bits in each register are set to 0. As a result, there are restrictions
on the location of vector tables — they must be on a 256-byte boundary for CM0+ and a 1024-byte boundary for CM4.

4.2.1.1 Wait State Lookup Tables

The wait state lookup tables show the wait states for Flash, SRAM, and ROM based on the CIk_HFO frequency and the
current power mode. SRAM and ROM have two domains for the wait states — fast clock domain (Clk_Fast) and slow clock
domain (Clk_Slow); both domains are based off Clk_HF0. The following tables show the wait states for the slow clock
domain. All wait states for the fast clock domain are zero. For more information on clocking see the Clocking System chapter
on page 221.

Ultra-Low Power Clk_HFO0 (MHz)
Mode Clk_HFO0 < 25 25 < Clk_HFO0 <100 100 < Clk_HFO0
True 0 1 1
ROM/SRAM
False 0 0 1
Ultra-Low Power
Mode Clk_HFO0 (MHz)
Clk_HF0<16 16 < Clk_HF0 <33 33 <Clk_HF0
True
Flash 0 1 2
as
Fal Clk_ HF0<29 |29<Clk HF0<58|58 <Clk HF0<87 |87 <Clk_HF0 <120 | 120 < Clk_HF0 <150
alse
0 1 2 3 4
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4.3

Registers

CPU Subsystem (CPUSS)

Both CPUs have sixteen 32-bit registers, as Table 4-3 shows. See the Arm documentation for details.

m RO to R12 - General-purpose registers. RO to R7 can be accessed by all instructions; the other registers can be accessed
by a subset of the instructions.

m R13 - Stack pointer (SP). There are two stack pointers, with only one available at a time. In thread mode, the CONTROL
register indicates the stack pointer to use — Main Stack Pointer (MSP) or Process Stack Pointer (PSP).

R14 - Link register. Stores the return program counter during function calls.
R15 — Program counter. This register can be written to control program flow.

Table 4-3. Cortex-M4 and Cortex-M0+ Registers

Name Type? | Reset Value Description
RO - R12 RwW Undefined R0-R12 are 32-bit general-purpose registers for data operations.
The stack pointer (SP) is register R13. In thread mode, bit[1] of the CONTROL register
MSP (R13) indicates the stack pointer to use:
RW | [0x0000 0000] |0 = Main stack pointer (MSP). This is the reset value.
PSP (R13) 1 = Process stack pointer (PSP).
On reset, the processor loads the MSP with the value from the vector address.
The link register (LR) is register R14. It stores the return information for subroutines, function
LR (R14) RW | Seenote® gister (LR) is reg
calls, and exceptions.
The program counter (PC) is register R15. It contains the current program address. On reset,
PC (R15) RW [0x0000 0004] | the processor loads the PC with the value from the vector address plus 0x0000 0004. Bit[0]
of the value is loaded into the EPSR T-bit (see Table 4-4) at reset; it must always be 1.
The program status register (PSR) combines:
) Application Program Status Register (APSR).
PSR RW Undefined Execution Program Status Register (EPSR).
Interrupt Program Status Register (IPSR).
APSR RW Undefined The AP.SR contains the current state of the condition flags from previous instruction
executions.
On reset, the EPSR Thumb state bit is loaded with the value bit[0] of the register
[0x0000 0004]. It must always be 1.
EPSR RO 0x0100 0000 o ) . . . .
In Cortex-M4, other bits in this register control the state of interrupt-continuable instructions
and the if-then (IT) instruction.
IPSR RO The IPSR contains the current exception number.
PRIMASK RW The PRIMASK register prevents activation of all exceptions with configurable priority.
The CONTROL register controls:
- The privilege level in Thread mode; see 4.4 Operating Modes and Privilege Levels.
CONTROL RW 0 priviiege feve _ peraiing ¢
- The currently active stack pointer, MSP or PSP.
- Cortex-M4 only: whether to preserve the floating-point state when processing an exception.
FAULTMASK RW 0 Cortex-M4 only. Bit 0 = 1 prevents the activation of all exceptions except NMI.
BASEPRI RW 0 Cortex-M4 only. When set to a nonzero value, prevents processing any exception with a

priority greater than or equal to the value.

a. Describes access type during program execution in thread mode and handler mode. Debug access can differ.
b. LR reset value is OxFFFF FFFF in Cortex-M4, undefined in Cortex-MO+.
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CPU Subsystem (CPUSS)

The Cortex-M4 floating-point unit (FPU) also has the following registers:

m Thirty-two 32-bit single-precision registers, S0 to S31. These registers can also be addressed as sixteen 64-bit double-
precision registers, DO to D15.

m Five FPU control and status registers:

a

o o o o

CPACR - Coprocessor Access Control Register

FPCCR - Floating-point Context Control Register
FPCAR - Floating-point Context Address Register
FPSCR - Floating-point Status Control Register
FPDSCR - Floating-point Default Status Control Register

For more information on how these registers are used, see the Arm Cortex-M4 documentation.

Use the MSR and MRS instructions to access the PSR, PRIMASK, CONTROL, FAULTMASK, and BASEPRI registers.
Table 4-4 and Table 4-5 show how the PSR bits are assigned.

Table 4-4. Cortex-M4 PSR Bit Assignments

Bit

PSR Register

Name

Usage

31

APSR

Negative flag

30

APSR

Zero flag

29

APSR

Carry or borrow flag

28

APSR

<|O|IN|Z

Overflow flag

27

APSR

DSP overflow and saturation flag

26-25

EPSR

ICNT

Control interrupt-continuable and IT instructions

24

EPSR

Thumb state bit. Must always be 1. Attempting to execute instructions when the T bit is 0
results in a HardFault exception.

23-20

Reserved

19-16

APSR

GE

Greater than or equal flags, for the SEL instruction

15-10

EPSR

IC/TI

Control interrupt-continuable and IT instructions

Reserved

IPSR

ISR_NUMBER

Exception number of current ISR:
0 = thread mode

1 =reserved

2 = NMI

3 = HardFault

4 = MemManage

5 = BusFault

6 = UsageFault

7 — 10 = reserved

11 = SVCall

12 = reserved for debug

13 =reserved

14 = PendSV

15 = SysTick (see “System Tick (SysTick) Exception” on page 61)
16 = IRQO

255 =1RQ240
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Table 4-5. Cortex-M0+ PSR Bit Assignments

Bit PSR Register Name Usage
31 APSR N Negative flag
30 APSR V4 Zero flag
29 APSR C Carry or borrow flag
28 APSR \% Overflow flag
27-25 - - Reserved
24 EPSR T Thumb state bit. Must always be 1. Attempting to execute instructions when the T bit is O results in

a HardFault exception.

23-6 - - Reserved

Exception number of current ISR:
0 = thread mode
1 =reserved

2 =NMI

3 = HardFault

4 —10 = reserved
11 = SVCall

12, 13 = reserved
14 = PendSV

15 = SysTick

16 = IRQO

Exception

5-0 IPSR Number

47 = IRQ31

4.4 Operating Modes and Privilege Levels

Both CPUs support two operating modes and two privilege levels:
m  Operating Modes:
o Thread Mode — used to execute application software. The processor enters Thread mode when it comes out of reset.

o Handler Mode — used to handle exceptions. The processor returns to Thread mode when it has finished all exception
processing.

m Privilege Levels:

a1 Unprivileged — the software has limited access to the MSR and MRS instructions, and cannot use the CPSID and
CPSIE instructions. It cannot access the system timer, NVIC, or system control block. It may have restricted access to
memory or peripherals.

a1 Privileged — the software can use all the instructions and has access to all resources.

In Thread mode, the CONTROL register controls whether software execution is privileged or unprivileged. In Handler mode,
software execution is always privileged.

Only privileged software can write to the CONTROL register to change the privilege level. Unprivileged software can use the
SVC instruction to transfer control to privileged software.

In Handler mode, the MSP is always used. The exception entry and return mechanisms automatically update the CONTROL
register, which may change whether MSP/PSP is used.

In Thread mode, use the MSR instruction to set the stack pointer bit in the CONTROL register. When changing the stack
pointer, use an ISB instruction immediately after the MSR instruction. This ensures that instructions after the ISB execute
using the new stack pointer.
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4.5 Instruction Set

CPU Subsystem (CPUSS)

Both CPUs implement subsets of the Thumb instruction set, as Table 4-6 shows. The table does not show the large number
of variants and conditions of the instructions. For details, see one of the Arm Cortex Generic User Guides or Technical

Reference Manuals.

An instruction operand can be a register, a constant, or another instruction-specific parameter. Instructions act on the
operands and often store the result in a destination register. Many instructions have restrictions on using the PC or SP for the
operands or destination register. See the Arm documentation for details.

Table 4-6. Instruction Set Summary — Cortex-M4 and Cortex-MO+

Functional Group Cortex-M4 | Cortex-MO0+ Brief List of Instruction Mnemonics
Memory access (4 v LDR, STR, ADR, PUSH, POP
Cortex-M0+: ADD, ADC, AND, ASR, BICS, CMN, CMP, EOR, LSL, LSR, MOV,
) MVNS, ORR, REV, ROR, RSB, SBC, SUB, SXT, UXT, TST
General data processing v 4
Cortex-M4 has all of the above plus: CLZ, ORN, RRX, SADD, SAS, SSA, SSUB,
TEQ, UADD, UAS, USA, USUB
. . MLA, MLS, MUL, SDIV, SMLA, SMLS, SMMLA, SMMLS, SMUA, SMUL, SMUS,
Multiply and divide 4 MUL only UDIV, UMAAL, UMLAL. UMULL
Saturatin v B SSAT, USAT, QADD, QSUB, QASX, QSAX, QDADD, QDSUB, UQADD, UQASX,
9 UQSAX, UQSUB
Packing and unpacking v - PKH, SXT, SXTA, UXT, UXTA
Bitfield v - BFC, BFI, SBFX, UBFX
Cortex-M0+: B{cc}, BL, BLX, BX
Branch and control 4 v
Cortex-M4 has all of the above plus: CBNZ, CBZ, IT, TB
) CPSID, CPSIE, DMB, DSB, ISB, MRS, MSR, NOP, SEV, SVC, WFE, WFI
Miscellaneous v v
Cortex-M4 has all of the above plus BKPT
VABS, VADD, VCMP, VCVT, VDIV, VFMA, VFNMA, VFMS, VFNMS, VLD, VLMA,
Floating-point v - VLMS, VMOV, VMRS, VMSR, VMUL, VNEG, VNMLA, VNMLS, VNMUL, VPOP,

VPUSH, VSQRT, VST, VSUB

PSoC 6 MCU: CY8C62x6, CY8C62x7 Architecture TRM, Document No. 002-20730 Rev. *J

37



5. SRAM Controller

& CYPRESS

> EMBEDDED IN TOMORROW"

This PSoC 6 MCU technical reference manual (TRM) provides comprehensive and detailed information about the
functions of the PSoC 6 MCU device hardware. It is divided into two books: architecture TRM and registers TRM. The
TRM is not recommended for those new to the PSoC 6 MCU, nor as a guide for developing PSoC 6 MCU applications.
Use these documents instead:

m Device datasheet

m Peripheral Driver Library (PDL) documentation
m Application notes
[

Code examples

This chapter explains the PSoC 6 MCU SRAM Controller, its features, architecture, and wait states. The SRAM controller
enables the CPU to read and write parts of the PSoC 6 SRAM.

5.1 Features

The CPUSS has up to three identical SRAM controllers; see the device datasheet for details.

The SRAM controller has the following features:
m Consists of two AHB-Lite interfaces:
o An AHB-Lite bus interface on clk_fast that connects to the fast bus infrastructure
o An AHB-Lite bus interface on clk_slow that connects to the slow bus infrastructure
m  Supports programmable number of clk_hf wait states
m Supports 8-, 16-, and 32-bit accesses

5.2 Architecture

The design has two AHB-Lite interfaces that connect to the AHB-Lite infrastructure. Each AHB-Lite interface is connected to
a synchronization component that translates between the interface clock (either clk_fast or clk_slow) and the high-frequency
clock (clk_hf).

Arbitration is performed on the AHB-Lite transfers from the two ports (AHB-Lite interface). Arbitration uses device-wide bus
master specific arbitration priorities. Therefore, although two AHB-Lite interfaces are provided, only one AHB-Lite transfer is
accepted by the port arbitration component.

The AHB-Lite transfers are the origin for all SRAM accesses; that is, the write buffer and SRAM repair requests result from
AHB-Lite transfers. The SRAM controller differentiates between the following three types of AHB-Lite transfers:

m  AHB-Lite read transfers

m  32-bit AHB-Lite write transfers

m 8-bit and 16-bit AHB-Lite write transfers (also referred to as partial AHB-Lite write transfers)

Each type is described in more detail here.
AHB-Lite read transfers. An AHB-Lite read transfer is translated into an SRAM read access. If the read address matches

in the write buffer, the SRAM has stale data and the write data provides the requested read data (this functionality is provided
by the read merge component).
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32-bit AHB-Lite write transfers. A 32-bit AHB-Lite write
transfer is translated into an SRAM write access. If the write
address matches in the write buffer, the matching write
buffer entries have stale data and these entries are
invalidated.

Partial AHB-Lite write transfers. A partial AHB-Lite write
transfer is translated into an SRAM read access and an
SRAM write access. The SRAM read access is the direct
result of the partial write transfer and the SRAM write
access is the result of a write buffer request. A partial write
transfer requires an SRAM read access to retrieve the
“missing” data bytes from the SRAM. If the read address
matches in the write buffer, the SRAM has stale data and
the write data provides the requested read data (this
functionality is provided by the read merge component). The
requested read data is merged with the partial write data to
provide a complete 32-bit data word (this functionality is
provided by the write merge component). The address and
the merged write data are written to the write buffer. A future
write buffer request results in an SRAM write access with
the merged write data.

Only the partial AHB-Lite write transfers use the write buffer.

Write buffer. The write buffer is a temporary holding
station for future SRAM write accesses.

The buffer allows SRAM write accesses to be postponed.
This allows for more performance critical AHB-Lite requests
to “overtake” write buffer requests. Memory consistency is
guaranteed by matching the SRAM access address with the
write buffer entries' addresses: a “matching” SRAM read
access uses the read merge component and a matching
SRAM write access invalidates the matching write buffer
entries.

When the write buffer is full, an entry needs to be freed to
accommodate future partial AHB-Lite write transfers.
Therefore, a full write buffer raises the priority of the write
buffer request path.

The write buffer is constructed as a FIFO with four entries
(the order in which entries are written is the same as the
order in which entries are read). Each entry consists of:

m  Avalid field

m  Aninvalidated field
m  Aword address

m A 32-bit data word

Note that the merged write data written to the write buffer
is always a 32-bit data word. Therefore, no byte mask is
required.

When the write buffer is written (an entry is added): the entry
valid field is set to ‘1’ and the invalidated field is set to ‘0’.

When the write buffer is read (an entry is removed): the
entry valid field is set to ‘0’. If the entry invalidate field is ‘1’,
the write buffer request path is selected for an SRAM write

SRAM Controller

access. If the entry valid field is ‘0’, no SRAM access is
performed.

On an SRAM read access, a matching entry provides write
buffer merge data for the read merge component.

On an SRAM write access resulting from a 32-bit AHB-Lite
write transfer, a matching entry invalidated field is set to ‘1’.

The state of the write buffer is reflected by
RAMi_STATUS.WB_EMPTY. The write buffer is not retained
in Deep Sleep power mode. Therefore, when transitioning to
system Deep Sleep power mode, the write buffer should be
empty. Note that this requirement is typically met, because a
transition to Deep Sleep power mode also requires that
there are no outstanding AHB-Lite transfers. If there are no
outstanding AHB-Lite transfers, the write buffer gets SRAM
access.

5.3 Wait States

The programmable wait states represent the number of
clk_hf cycles for a read path through the SRAM memory to
flipflops in either the fast domain (CM4 CPU) or slow domain
(such as CM0+ CPU, DataWire, and DMA controller).

As the wait states are represented in clk_hf cycles, the wait
states do not have to be reprogrammed when the fast clock
domain frequency (clk_fast) or slow clock domain frequency
(clk_slow) is changed. However, it may be necessary to
reprogram the wait states when the high-frequency clock
domain (clk_hf) is changed. This means the required
number of wait states is a function of the clk_hf frequency.

The fast clock domain is timing closed at a higher frequency
than the slow clock domain. Therefore, the read path
through the SRAM memory to flipflops in the fast domain is
faster than the read path through the SRAM memory to
flipflops in the slow domain. In other words, the required
number of “fast” wait states (RAMi_CTL.FAST_WS) should
be less than or equal to the required number of “slow” wait
states (RAMi_CTL.SLOW_WS).

The SRAM controller also has internal SRAM read paths.
These paths are to flipflops in the SRAM controller in the
high-frequency clock domain (clk_hf). For these SRAM
accesses (for example, an SRAM read access to support a
partial AHB-Lite write transfer), the fast wait states are used.
This is because the maximum fast domain frequency
(clk_fast) equals the high-frequency domain frequency
(clk_hf).
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This PSoC 6 MCU technical reference manual (TRM) provides comprehensive and detailed information about the
functions of the PSoC 6 MCU device hardware. It is divided into two books: architecture TRM and registers TRM. The
TRM is not recommended for those new to the PSoC 6 MCU, nor as a guide for developing PSoC 6 MCU applications.
Use these documents instead:

m Device datasheet

m Peripheral Driver Library (PDL) documentation
m Application notes
[

Code examples

Inter-processor communication (IPC) provides the functionality for multiple processors to communicate and synchronize their
activities. IPC hardware is implemented using two register structures.

m |PC Channel: Communication and synchronization between processors is achieved using this structure.

m |PC Interrupt: Each interrupt structure configures an interrupt line, which can be triggered by a ‘notify’ or ‘release’ event of
any IPC channel.

The Channel and Interrupt structures are independent and have no correlation to each other as shown in Figure 6-1. This
allows for building varying models of interface shown in Typical Usage Models on page 45.

Figure 6-1. IPC Register Architecture

5 - >

Acquire — Notify events from | |
Notify \ IPCChannel 0-N \
Release \ Release events for \
i \ IPC channels 0-N v
Data register(s) Notify and channels 0-
Status Release Events IPC Interrupt 0 inte-l;cr)u X
IPC Channel O Structure to IPCinterrupt Structure controllir
IPC Channel 1 Structure structures IPC Interrupt 1
Structure
— —
IPC Channel N IPC Interrupt N
Structure Structure
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6.1 Features

The features of IPC are as follows:

Implements locks for mutual exclusion between processors

Allows sending messages between processors

Supports up to 16 channels for communication

Supports up to 16 interrupts, which can be triggered using notify or release events from the channels

6.2 Architecture

6.2.1 IPC Channel

An IPC channel is implemented as five hardware registers, as shown in Figure 6-2. The IPC channel registers are accessible
to all the processors in the system.

IPC_STRUCTx_ACQUIRE: This register determines the lock feature of the IPC. The IPC channel is acquired by reading
this register. If the SUCCESS field returns a ‘1’, the read acquired the lock.

If the SUCCESS field returns a ‘0, the read did not acquire the lock.

Note that a single read access performs two functions:

o The attempt to acquire a lock.

o Return the result of the acquisition attempt (SUCCESS field).

The atomicity of these two functions is essential in a CPU with multiple tasks that can preempt each other.

The register also has bitfields that provide information about the processor that acquired it. When acquired, this register is

released by writing any value into the IPC_STRUCTx_RELEASE register. If the register was already in an acquired state
another attempt to read the register will not be able to acquire it.

IPC_STRUCTx_NOTIFY: This register is used to generate an IPC notify event. Each bit in this register corresponds to an
IPC interrupt structure. The notify event generated from an IPC channel can trigger any or multiple interrupt structures.

IPC_STRUCTx_RELEASE: Any write to this register will release the IPC channel. This register also has a bit that
corresponds to each IPC interrupt structure. The release event generated from an IPC channel can trigger any or multiple
interrupt structures. To only release the IPC channel and not generate an interrupt, you can write a zero into the IPC
release register.

IPC_STRUCTx_DATA: This is a 32-bit register meant to hold data. It can be considered as the shared data memory for

the channel. Typically, this register will hold messages that need to be communicated between processors. If the
messages are larger than the 32-bit size, place a pointer in the IPC_STRUCTx_DATA register.
IPC_STRUCTx_LOCK_STATUS: This register provides the instantaneous lock status for the IPC channel. The register
provides details if the channel is acquired. If acquired, it provides the processor’s ID, protection context, and other details.
The reading of lock status provides only an instantaneous status, which can be changed in the next cycle based on the
activity of other processors on the channel.
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Figure 6-2. IPC Channel Structure
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6.2.2 IPC Interrupt

Each IPC interrupt line in the system has a corresponding IPC interrupt structure. An IPC interrupt can be triggered by a notify
or a release event from any of the IPC channels in the system. You can choose to mask any of the sources of these events
using the IPC interrupt registers. Figure 6-3 shows the registers in an IPC Interrupt structure.

IPC_INTR_STRUCTx_INTR: This register provides the instantaneous status of the interrupt sources. Note that there are 16
notify and 16 release event bits in this register. These are the notify and release events corresponding to the 16 IPC
channels. When a notify event is triggered in the IPC channel 0, the corresponding NotifyO bit is activated in the interrupt
registers. A write of ‘1’ to a bit will clear the interrupt.

IPC_INTR_STRUCTXx_INTR_MASK: The bit in this register masks the interrupt sources. Only the interrupt sources with their
masks enabled can trigger the interrupt.

IPC_INTR_STRUCTx_INTR_SET: A write of ‘1’ into this register will set the interrupt.

IPC_INTR_STRUCTx_INTR_MASKED: This register provides the instantaneous value of the interrupts after they are
masked. The value in this register is (IPC_INTR_STRUCTx_INTR AND IPC_INTR_STRUCTx_INTR_MASK).

Figure 6-3. IPC Interrupt Structure
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6.2.3 IPC Channels and Interrupts

The IPC block has a set of IPC interrupts associated with it. Each IPC interrupt register structure corresponds to an IPC
interrupt line. This interrupt can trigger an interrupt on any of the processors in the system. The interrupt routing for
processors are dependent on the device architecture.

Each IPC channel has a release and notify register, which can drive events on any of the IPC interrupts. An illustration of this
relation between the IPC channels and the IPC interrupt structure is shown in Figure 6-4.
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Inter-Processor Communication

Figure 6-4. IPC Channels and Interrupts
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6.3

The IPC channels can be used to implement locks. Locks
are typically used in multi-core systems to implement some
form of mutually exclusive access to a shared resource.
When multiple processors share a resource, the processors
are capable of acquiring and releasing the IPC channel. So
the processor can assume an IPC channel as a lock. The
semantics of this code is that access to the shared resource
is gated by the processor’s ownership of the channel. So the
processors will need to acquire the IPC channel before they
access the shared resource.

Implementing Locks

A failure to acquire the IPC channel signifies a lock on the
shared resource because another processor has control of
it. Note that the IPC channel will not enforce which
processor acquires or releases the channel. All processors
can acquire or release the IPC channel and the semantics of
the code must make sure that the processor that acquires
the channel is the one that releases it.
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6.4

IPC channels can be used to communicate messages
between processors. In this use case, the channel is used in
conjunction with the interrupt structures. The IPC channel is
used to lock the access to the data register. The IPC
channel is acquired by the sender and used to populate the
message. The receiver reads the message and then
releases the channel. Thus, between the sender putting
data into the channel and receiver reading it, the channel is
locked for all other task access. The sender uses a notify
event on the receiver's IPC interrupt to denote a send
operation. The receiver acts on this interrupt and reads the
data from the data register. After the reception is complete,
the receiver releases the channel and can also generate a
release event to the senders IPC interrupt. Note that the
action of locking the channel does not, in hardware, restrict
access to the data register. This is a semantic that should be
enforced by software.

Message Passing

Figure 6-5 portrays an example of a sender (Processor A)
sending data to a receiver (Processor B). IPC interrupt A is
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configured to interrupt Processor A. IPC interrupt B is
configured to interrupt Processor B.

1.

The sender will attempt to acquire the IPC channel by
reading the IPC_STRUCTx_ACQUIRE register. If the
channel was acquired, the sender has ownership of the
channel for data transmission. This also changes the
status of the channel and its corresponding
IPC_STRUCTx_LOCK_STATUS register. If the channel
was not acquired, the processor should wait until the
channel is free for acquisition. This can be done by
polling the IPC channel’s
IPC_STRUCTx_LOCK_STATUS register.

Atfter the IPC channel is acquired, the sender has control
of the channel for communication and places the 32-bit
message data in the IPC_STRUCTx_DATA register.

Now that the message is placed in the IPC channel, the
sender generates a notify event on the receiver's
interrupt line. It does this by setting the corresponding bit
in the IPC channel's IPC_STRUCTx_NOTIFY register.
This event creates a notify event at IPC interrupt B
(IPC_INTR_STRUCTX_INTR). If the IPC channel’s
notify event was enabled by setting the mask bit

Inter-Processor Communication

(IPC_INTR_STRUCTx_INTR_MASK [31:23]) in the IPC
interrupt B, this will generate an interrupt in the receiver.

4. When it receives IPC interrupt B, the receiver can poll
the IPC_INTR_STRUCTx_INTR_MASKED register to
understand which IPC channel had triggered the notify
event. Based on this, the receiver identifies the channel
to read and reads from the IPC channel’s
IPC_STRUCTx_DATA register. The receiver has now
received the data sent by the sender. It needs to release
the channel so that other processors/processes can use
it.

5. The receiver releases the channel. It also optionally
generates a release event on the sender’s IPC interrupt
A. This will generate a release event interrupt on the
sender if the corresponding channel release event was
masked.

On receiving the release interrupt, the sender can act on the
event based on the application requirement. It can either try
to reacquire the channel for further transmission or go on to
other tasks because the transmission is complete.

Figure 6-5. Sending Messages using IPC
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.............. » Hardware action
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In the previous example, the size of the data being transmitted was just 32 bits. Larger messages can be sent as pointers.
The sender can allocate a larger message structure in memory and pass the pointer in the 32-bit data register. Figure 6-6
shows the usage. Note that the user code must implement the synchronization of the message read process.

m The implementation can stall the channel until the receiver has used up all the data in the message packet and the
message packet can be rewritten. This is wasteful because it will stall other inter-process communications as the number

of IPC channels is limited.

The receiver can release the channel as soon as it receives the pointer to the message packet. It implements the
synchronization logic in the message packet as a flag, which the sender sets on write complete and receiver clears on a

read complete.
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Figure 6-6. Communicating Larger Messages
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6.5 Typical Usage Models

The unique channel and interrupt architecture of the PSoC 6 IPC allows for a range of usage models for multicore
communication. Some of these are listed here as an example. Note that the communication models possible based on the
IPC architecture are not restricted to the ones listed in this document. Also note that, this document only provides a high-level
usage model and does not go into details of data management in the communication. This will need to be determined based
on the specific application use case.

6.5.1 Full Duplex Communication

In this usage model, an IPC channel is used according to the direction of communication between cores. For managing
events an IPC interrupt is used per core. In a dual core system this will translate to what is shown in Figure 6-7.

In this example, the IPC channel X is dedicated to data communication from Core 0 to Core 1 and IPC channel Y is for data
communication from Core 1 to core 0. The IPC interrupt X will signal events on Core 1. Hence its interrupt output is connected
to Core 1's system interrupts. The events are triggered by writing into the IPC interrupts register structure over the system
bus. Similarly, IPC interrupt Y is dedicated to Core 0.

Figure 6-7. Full Duplex IPC for Dual Core Communication
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IPC Channel X
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IPC Channel Y
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6.5.2 Half Duplex with Independent Event Handling

In this case only one IPC channel is used to set up the transfer between the two cores. This means that only one side controls
data transfer at a time. The channels Lock register must be used to avoid contention of the one shared IPC channel. Two
independent events are supported due to the two IPC interrupt structures being used. This model is shown in Figure 6-8.

Figure 6-8. Half Duplex with Independent Event Handling
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6.5.3 Half Duplex with Shared Event Handling

In this model both the IPC channel and interrupt are shared between the two cores. Since the interrupt is also shared, the
access to the interrupt registers must be managed using the IPC lock of the channel. As shown in Figure 6-9, the IPC
interrupt will be set up to trigger interrupts in both cores. Hence the individual core interrupts should have logic in its ISR to
check which core is in control of the IPC and determine if the message and event was for that core.
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Figure 6-9. Half Duplex with Shared Event Handling
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Note: Some IPC channel and interrupt structures are reserved as part of the SROM code. Refer to the SROM architecture

and API in Flash Memory Programming on page 149 for a list IPC channels and interrupts being used by this API.
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This PSoC 6 MCU technical reference manual (TRM) provides comprehensive and detailed information about the
functions of the PSoC 6 MCU device hardware. It is divided into two books: architecture TRM and registers TRM. The
TRM is not recommended for those new to the PSoC 6 MCU, nor as a guide for developing PSoC 6 MCU applications.
Use these documents instead:

m Device datasheet

m Peripheral Driver Library (PDL) documentation
m Application notes
[

Code examples

Fault monitoring allows you to monitor various faults generated within the device and take actions based on the fault reported.
The fault structures present in the PSoC 6 MCU monitor access violation faults at protection units (MPU, SMPU, or PPU) and
flash controller bus error/fault. In addition to reporting faults, the fault structures in PSoC 6 MCUs provide a mechanism to log
data from the fault sources and optionally perform soft reset.

The PSoC 6 MCU family supports two centralized fault report/monitoring structures that monitor faults generated within the
device. Each fault report structure can monitor and report faults from up to 96 sources.

71 Features

Each PSoC 6 MCU fault report structure supports:

Monitoring protection unit access violation faults and flash controller bus errors
Four 32-bit data registers to record fault information

Soft reset on fault detection while retaining the fault information

Interrupt on fault detection

Trigger output to DMA for fault data transfer

Fault detected output to a pin for external fault handling
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7.2 Architecture
Figure 7-1. Fault Report Structure
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The PSoC 6 MCU family uses centralized fault report structures. This centralized nature allows for a system wide handling of
faults simplifying firmware development. Only a single fault interrupt handler is required to monitor multiple faults. The fault
report structure provides the fault source and additional fault specific information through a single set of registers; no iterative
search for the fault source and fault information is required.

The fault structure can be configured to capture one or more faults as listed in Table 7-2. When a fault structure is configured
to capture a specific fault, an occurrence of that fault will be recorded as a pending fault. If the fault structure has finished
processing all other faults or if there are no other pending faults, the fault data will be captured into the fault structure
registers. In addition, a successful capture can trigger an interrupt and be processed by either Cortex-M4 or Cortex-M0+
depending on the application requirement.

It should be noted that each fault structure is capable of capturing only one fault at a time and as long as that fault is not
serviced, subsequent faults will not be captured by the fault structure. In addition to capturing faults, the fault structure can
optionally perform a soft reset while retaining the fault information. This reset results in RESET_ACT_FAULT reset cause in
the SRSS_RES_CAUSE register.

7.2.1 Fault Report

The PSoC 6 MCU family supports two fault report structures. Each fault report structure has a dedicated set of control and
status registers. Each fault report structure captures a single fault. The captured fault information includes:

m Fault validity bit that indicates a fault is captured (VALID bit [31] of the FAULT_STRUCTx_STATUS register). This bit is set
whenever a fault is captured. The bit should be cleared after processing the fault information. New faults are captured only
when this bit is ‘0’.

m Fault index, as shown in Table 7-2, identifies the fault source (IDX bits [6:0] of FAULT_STRUCTx_STATUS)

Additional fault information describing fault specifics (FAULT_STRUCTx_DATAO through FAULT_STRUCTx_DATA3
registers). This additional information is fault source specific. For example, an MPU protection violation provides
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information on the violating bus address, the bus master identifier, and bus access control information in only two

FAULT_DATA registers. The details of the fault information for various faults is explained in Table 7-1.

Table 7-1. Fault Information

Fault Source

Fault Information

MPU/SMPU violation

DATAO[31:0]: Violating address.

DATA1[0]: User read.

DATA1[1]: User write.

DATA1[2]: User execute.

DATA1[3]: Privileged read.

DATA1[4]: Privileged write.

DATA1[5]: Privileged execute.

DATA1[6]: Non-secure.

DATA1[11:8]: Master identifier.
DATA1[15:12]: Protection context identifier.
DATA1[31]: '0' MPU violation; '1": SMPU violation.

Master interface PPU violation

DATAOQ[31:0]: Violating address.

DATA1[0]: User read.

DATA1[1]: User write.

DATA1[2]: User execute.

DATA1[3]: Privileged read.

DATA1[4]: Privileged write.

DATA1[5]: Privileged execute.

DATA1[6]: Non-secure.

DATA1[11:8]: Master identifier.
DATA1[15:12]: Protection context identifier.
DATA1[31]: '0": PPU violation, '1": peripheral bus error.

Peripheral group PPU violation

DATAO[31:0]: Violating address.

DATA1[0]: User read.

DATA1[1]: User write.

DATA1[2]: User execute.

DATA1[3]: Privileged read.

DATA1[4]: Privileged write.

DATA1[5]: Privileged execute.

DATA1[6]: Non-secure.

DATA1[11:8]: Master identifier.
DATA1[15:12]: Protection context identifier.
DATA1[31:30]: ‘0’: PPU violation, ‘1’: timeout detected, ‘2’: peripheral bus error.

Flash controller bus error

FAULT_DATAOQ[31:0]: Violating address.

FAULT_DATA1[31]: '0": FLASH macro interface bus error; '1': memory hole.
FAULT_DATA1[15:12]: Protection context identifier.

FAULT_DATA1[11:8]: Master identifier.
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71.2.2

In addition to captured fault information, each fault report
structure supports a signaling interface to notify the system
about the captured fault. The interface of fault report
structure ‘X’ supports the following:

m A fault interrupt (interrupt_fauli[x]). Use the
FAULT_STRUCTx_INTR,
FAULT_STRUCTx_INTR_SET,
FAULT_STRUCTx_INTR_MASK and
FAULT_STRUCTx_INTR_MASKED registers to monitor,
set, and mask the FAULT_STRUCTUREIX]'s interrupt.
Only a single interrupt cause is available, which
indicates that a fault is detected. The fault report
registers can be read in the interrupt handler to deduce
the fault. The FAULT bit [0] of the
FAULT_STRUCTx_INTR_MASK register provides a
mask/enable for the interrupt. The FAULT bit [0] of the
FAULT_STRUCTx_INTR register is set to ‘1’ when a
fault is captured. Setting this bit in firmware clears the
interrupt.

Signaling Interface

m A DMA trigger (tr_fault[x]). The fault structure generates
a DMA trigger when VALID bit [31] of the
FAULT_STRUCTx_STATUS register is set. To enable
the ftrigger, set the TR_EN bit [0] of the
FAULT_STRUCTx_CTL register. The trigger can be
connected to a DMA controller, which can transfer
captured fault information from the fault report structure
to memory and can clear the VALID bit [31] of the

Fault Monitoring

FAULT_STRUCTx_STATUS register. See the Trigger
Multiplexer Block chapter on page 273 for more details.

m A chip output signal (fault_out[x]). The fault structure
generates an output signal, which is set when VALID bit
[31] of the FAULT_STRUCTx_STATUS register is set.
This signal can be routed out of the device through the
HSIOM (refer to the device datasheet). The output signal
is enabled by setting the OUT_EN bit [1] of the
FAULT_STRUCTx_CTL register. The output signal can
be used to communicate non-recoverable faults to off-
chip components (possibly resulting in a reset of the
chip).

m Afault reset request signal (fault_reset_req[x]). The fault
structure generates a soft reset when VALID bit [31] of
the FAULT_STRUCTx_STATUS register is set. The
reset capability is enabled by setting RESET_REQ_EN
bit [2] of FAULT_STRUCTx_CTL. The reset request
performs a soft reset. This reset is captured as
RESET_ACT_FAULT in the SRSS_RES_CAUSE
register. The fault information in
FAULT_STRUCTx_STATUS and
FAULT_STRUCTx_DATA registers is retained through
this reset.

Because the device has a single fault_reset_req signal, the
individual fault_reset_req[x] signals from the fault structures
are combined into a single fault_reset_req signal as shown
in Figure 7-2.

Figure 7-2. Fault Reset Request

fault_reset _req[0]

fault_reset_req[1]

7.2.3

A central structure, which is shared by all fault report
structures, keeps track of all pending faults in the system.
The FAULT_STRUCTx_PENDINGx registers reflect what
fault sources are pending and provide a single pending bit
for up to 96 fault sources. The registers are mirrored in all
the fault report structures; that is, they read the same value
in all fault structures. The bit indexing in the registers follow
the fault index captured in Table 7-2. For instance, bit [0] of
FAULT_STRUCTx_PENDINGO captures a CMO+ MPU/
SMPU violation and bit 1] of
FAULT_STRUCTx_PENDING1 captures a peripheral
group#1 PPU violation.

Monitoring

The pending faults are faults that are not yet captured by a
fault structure. When a pending fault is captured by a fault
structure, the associated pending bit is cleared to ‘0’.

Each fault report structure is selective in the faults it
captures. The FAULT_STRUCTx_MASKO,

fault_reset_req
(to device soft reset line)

FAULT_STRUCTx_MASK1, FAULT_STRUCTx_MASK2
registers of a fault structure decide the pending faults that it
captures. These faults are referred to as “enabled” faults.
The FAULT_STRUCTx_MASK registers are unique to each
fault structure. This allows for the following:

m One fault report structure is used to capture recoverable
faults and one fault report structure is used to capture
non-recoverable faults. The former can be used to
generate a fault interrupt and the latter can be used to
activate a chip output signal and/or activate a reset
request.

m  Two fault report structures are used to capture the same
faults. The first fault is captured by the structure with the
lower index (for example, fault structure 0) and the
second fault is captured by the structure with the higher
index (for example, fault structure 1). Note that both
structures cannot capture the same fault at the same
time. As soon as a fault is captured, the pending bit is
cleared and the other structure will not be aware of the
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fault. Fault structure 0 has precedence over fault
structure 1.

The fault structure captures “enabled” faults only when
VALID bit [31] of FAULT_STRUCTx_STATUS register is ‘0’.
When a fault is captured, hardware sets the VALID bit [31] of
the FAULT_STRUCTx_STATUS register. In addition,
hardware clears the associated pending bit to ‘0’. When a
fault structure is processed, firmware or a DMA transfer

should clear the VALID bit [31] of the
FAULT_STRUCTx_STATUS register. Note that fault
capturing does not consider FAULT bit [0] of

FAULT_STRUCTX_INTR register and firmware should clear
the bit after servicing the interrupt, if the interrupt is enabled.

724

The fault report structure functionality is available in Active
and Sleep (and their LP counterparts) power modes only.
The interfaces between the fault sources and fault report
structures are reset in the Deep Sleep power mode.
Because the fault report structure is an active functionality,
pending faults (in the FAULT_STRUCTx_PENDING
registers) are not retained when transitioning to Deep Sleep
power mode. The fault structure’s registers can be
partitioned based on the reset domain and their retention
capability as follows:

Low-power Mode Operation

m Active reset domain:
FAULT_STRUCTx_INTR,
FAULT_STRUCTx_INTR_SET, and
FAULT_STRUCTx_INTR_MASKED registers. These
registers are not retained in Deep Sleep power mode.

m Deep Sleep reset domain: FAULT_STRUCTx_CTL,
FAULT_STRUCTx_MASK, and
FAULT_STRUCTx_INTR_MASK registers.  These
registers are retained in Deep Sleep power mode but
any system reset will reset these registers to the default
state.

m Hard reset domain: FAULT_STRUCTx_STATUS and
FAULT_STRUCTx_DATA registers. These registers are
retained through soft resets (detectable in
SRSS_RES_CAUSE registers). However, hard resets
such as XRES/POR/BOD will reset the registers.

FAULT_STRUCTx_PENDING,

7.2.5

Follow these steps to configure and use a fault structure:

Using a Fault Structure

1. Identify the faults from Table 7-2 to be monitored in the
system.
2. For firmware fault handling through interrupts

a. Set the FAULT bit [0] of the FAULT_STRUCTx_IN-
TR_MASK register.

b. Setthe FAULT bit [0] of the FAULT_STRUCTX_INTR
register to clear any pending interrupt.

Fault Monitoring

c. Enable the FAULTXx interrupt to the CPU by configur-
ing the appropriate ISER register. Refer to the
Interrupts chapter on page 55.

3. For fault handling through DMA

a. Set the TR_EN bit [0] of the FAULT_STRUCTx_CTL
register.

b. Route the tr_fault[x] signal to the trigger input DMA
controller. Refer to the Trigger Multiplexer
Block chapter on page 273.

c. Configure and enable the DMA controller to transfer
FAULT_STRUCTx_STATUS and FAULT_STRUCTx-
_DATA registers to memory and write back ‘0’ to
FAULT_STRUCTx_STATUS register after the trans-
fer is complete. Refer to the DMA Controller chapter
on page 85.

4. For fault handling outside the device

a. Set the OUT_EN bit [1] of FAULT_STRUCTx_CTL
register.

b. Route the fault_out[x] signal to a pin through HSIOM.
Refer to the device datasheet.

c. Use the signal externally for processing the fault —
generate external reset, power cycle, or log fault
information.

5. Set the RESET_REQ_EN bit [2] of the FAULT_-
STRUCTx_CTL register, if a soft reset is required on any
fault detection in the structure.

6. Clear VALID bit [31] of the FAULT_STRUCTx_STATUS
register to clear any fault captured.

7. Set the fault index bits in the FAULT_STRUCTx_MASK
registers for faults that need to be captured by the fault
structure as explained in 7.2.3 Monitoring.

7.2.6 CPU Exceptions Versus Fault

Monitoring

Some faults captured in Table 7-2 also result in bus errors or
CPU exceptions (Cortex-M4 Bus/Usage/Memory/Hard
faults). The faults can be communicated in two ways:

m As a bus error to the master of the faulting bus transfer.
This will result in Bus, Usage, Memory, or Hard fault
exceptions in the CPU.

m As a fault in a fault report structure. This fault can be
communicated as a fault interrupt to any processor in the
system. This allows fault handling on a processor that is
not the master of the faulting bus transfer. It is useful for
faults that cause the master of the faulting transfer to
become unresponsive or unreliable.
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7.3 Fault Sources

The fault sources can vary between device families. Table 7-2 provides the list of fault sources available in PSoC 6 MCUs.

Table 7-2. Fault Sources

Fault Monitoring

Fault Index Source Description
0 cpuss.mpu_vio[0] CMO+ MPU/SMPU violation
1 cpuss.mpu_vio[1] CRYPTO MPU/SMPU violation
2 cpuss.mpu_vio[2] DWO0 MPU/SMPU violation
3 cpuss.mpu_vio[3] DW1 MPU/SMPU violation
41013 Reserved
14 cpuss.mpu_vio[14] CM4 MPU/SMPU violation (I/D bus)
15 Reserved
16 cpuss.mpu_vio[16] CM4 MPU/SMPU violation (system bus)
17 to 27 Reserved
28 peri.ms_vio[0] CMO+ peripheral master interface PPU violation
29 peri.ms_vio[1] CM4 peripheral master interface PPU violation
30 peri.ms_vio[2] DWO peripheral master interface PPU violation
31 peri.ms_vio[3] DW?1 peripheral master interface PPU violation
e
. . Peripheral group #1 (Crypto block) PPU violation
33 peri.group_vio[1] Register adgdress ran(ger:y0x40100(;00 to Ox401FFFFF
34 peri group_vio[2] PeriF)heraI group #2 (CPUSS, SRSS, eFuse, and profiler) PPU violation
Register address range: 0x40200000 to Ox402FFFFF
35 peri.group_vio[3] PeriPheraI group #3 (I0SS, UDB, LPCOMP, CSD, TCPWM, LCD) PPU violation
Register address range: 0x40300000 to 0x403FFFFF
36 peri group_vio[4] Peri!:)heral group #4 (SMIF) PPU violation
Register address range: 0x40400000 to 0x404FFFFF
37 Reserved
) ) Peripheral group #6 (SCB) PPU violation
38 peri.group_vio[6] Register address range: 0x40600000 to Ox406FFFFF
39 Reserved
40 Reserved
Peripheral gr PASS) PPU violation
41 peri.group_vio[9] RZgipstZergdr(')eusps on(ge:Soizn oo%oo%ilomm FFFFFF
T I e
43 to 49 Reserved
50 cpuss.flashc_main_bus_err Flash controller bus error
511095 Reserved
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7.4 Register List

Fault Monitoring

Name

Description

FAULT_STRUCTx_CTL

Fault control register for enabling DMA trigger, fault output, and fault reset signals

FAULT_STRUCTx_STATUS

Fault status register that stores the validity and fault index of the currently captured fault

FAULT_STRUCTx_DATAO

Fault data register 0 that stores fault information associated with the currently captured fault

FAULT_STRUCTx_DATA1

Fault data register 1 that stores fault information associated with the currently captured fault

FAULT_STRUCTx_DATA2

Fault data register 2 that stores fault information associated with the currently captured fault

FAULT_STRUCTx_DATA3

Fault data register 3 that stores fault information associated with the currently captured fault

FAULT_STRUCTx_PENDINGO

Fault pending register 0 that stores pending (not captured) faults with fault index from 0 to 31

FAULT_STRUCTx_PENDING1

Fault pending register 1 that stores pending (not captured) faults with fault index from 32 to 63

FAULT_STRUCTx_PENDING2

Fault pending register 2 that stores pending (not captured) faults with fault index from 64 to 95

FAULT_STRUCTx_MASKO

Fault mask register 0 that enables the capture of pending faults with fault index from 0 to 31 by the
fault structure

FAULT_STRUCTx_MASK1

Fault mask register 1 that enables the capture of pending faults with fault index from 32 to 63 by the
fault structure

FAULT_STRUCTx_MASK2

Fault mask register 2 that enables the capture of pending faults with fault index from 64 to 95 by the
fault structure

FAULT_STRUCTx_INTR

Fault interrupt register that stores the unmasked status of the fault structure's interrupt

FAULT_STRUCTx_INTR_SET

Fault interrupt set register used to set the fault structure's interrupt through firmware

FAULT_STRUCTx_INTR_MASK

Fault interrupt mask register that masks fault interrupt

FAULT_STRUCTx_INTR_MASKED

Fault interrupt register that stores the masked status of the fault structure's interrupt
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This PSoC 6 MCU technical reference manual (TRM) provides comprehensive and detailed information about the
functions of the PSoC 6 MCU device hardware. It is divided into two books: architecture TRM and registers TRM. The
TRM is not recommended for those new to the PSoC 6 MCU, nor as a guide for developing PSoC 6 MCU applications.
Use these documents instead:

m Device datasheet

m Peripheral Driver Library (PDL) documentation
m Application notes
[

Code examples

The PSoC 6 MCU family supports interrupts and CPU exceptions on both Cortex-M4 and Cortex-M0+ cores. Any condition
that halts normal execution of instructions is treated as an exception by the CPU. Thus an interrupt request is treated as an
exception. However, in the context of this chapter, interrupts refer to those events generated by peripherals external to the
CPU such as timers, serial communication block, and port pin signals; exceptions refer to those events that are generated by
the CPU such as memory access faults and internal system timer events. Both interrupts and exceptions result in the current
program flow being stopped and the exception handler or interrupt service routine (ISR) being executed by the CPU. Both
Cortex-M4 and Cortex-M0+ cores provide their own unified exception vector table for both interrupt handlers/ISR and
exception handlers.

8.1 Features

The PSoC 6 MCU supports the following interrupt features:

m  Supports 147 system interrupts

o Up to 147 Cortex-M4 interrupts

a Up to 32 Cortex-MO+ interrupts

o Up to 41 interrupt sources capable of waking the device from Deep Sleep power mode

Nested vectored interrupt controller (NVIC) integrated with each CPU core, yielding low interrupt latency
Wakeup interrupt controller (WIC) enabling interrupt detection (CPU wakeup) in Deep Sleep power mode
Vector table may be placed in either flash or SRAM

Configurable priority levels (eight levels for Cortex-M4 and four levels for Cortex-M0+) for each interrupt

Level-triggered and pulse-triggered interrupt signals
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Architecture

Figure 8-1. PSoC 6 MCU Interrupts Block Diagram
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Figure 8-1 shows the PSoC 6 MCU interrupt architecture.
The PSoC 6 MCU has 147 system interrupts that are
generated by various peripherals. These interrupt signals
are processed by the NVIC of the individual core. In the
Cortex-M4 core, the system interrupt source ‘n’ is directly
connected to IRQn. For Cortex-M0+, which has only 32
IRQs, the interrupt source connected to a particular IRQn is
configurable and any of the 147 system interrupts can be
connected to any of the IRQn. The NVIC takes care of
enabling/disabling individual interrupt [IRQs, priority
resolution, and communication with the CPU core. The other
exceptions such as NMI and hard faults are not shown in
Figure 8-1 because they are part of CPU core generated
events, unlike interrupts, which are generated by peripherals
external to the CPU.

In addition to the NVIC, the PSoC 6 MCU supports wakeup
interrupt controllers (WIC) and multiple synchronization
blocks. The WIC provides detection of Deep Sleep
interrupts in the Deep Sleep CPU power mode. Each CPU
can individually be in Deep Sleep mode; the device is said
to be in Deep Sleep mode only when both the CPUs are in
Deep Sleep mode. Refer to the Device Power
Modes chapter on page 204 for details. The Cortex-M4 WIC
block supports up to 41 interrupts that can wake up the CPU
from Deep Sleep power mode. The Cortex-M0+ WIC block
supports up to eight interrupts. The device exits Deep Sleep
mode (System Wakeup signal in Figure 8-1) as soon as one
CPU wakes up. The synchronization blocks synchronize the
interrupts to the CPU clock frequency as the peripheral
interrupts can be asynchronous to the CPU clock frequency.

8.3 Interrupts and Exceptions -

Operation

8.3.1

The following sequence of events occurs when an interrupt
or exception event is triggered:

1. Assuming that all the interrupt and exception signals are
initially low (idle or inactive state) and the processor is
executing the main code, a rising edge on any one of the
signals is registered by the NVIC, if the interrupt or
exception is enabled to be serviced by the CPU. The
signal is now in a pending state waiting to be serviced by
the CPU.

2. On detecting the signal from the NVIC, the CPU stores
its current context by pushing the contents of the CPU
registers onto the stack.

Interrupt/Exception Handling

3. The CPU also receives the exception number of the
triggered interrupt from the NVIC. All interrupts and
exceptions have a unique exception number, as given in
Table 8-1. By using this exception number, the CPU
fetches the address of the specific exception handler
from the vector table.

Interrupts

4. The CPU then branches to this address and executes
the exception handler that follows.

5. Upon completion of the exception handler, the CPU
registers are restored to their original state using stack
pop operations; the CPU resumes the main code
execution.

Figure 8-2. Interrupt Handling When Triggered

Rising Edge on Interrupt Line is
registered by the NVIC

A,

CPU detects the request signal
from NVIC and stores its
current context by pushing
contents onto the stack

A,

CPU receives exception
number of triggered interrupt
and fetches the address of the
specific exception handle from
vector table.

A,

CPU branches to the received
address and executes
exception handler

l

CPU registers are restored
using stack upon completion of
exception handler.

When the NVIC receives an interrupt request while another
interrupt is being serviced or receives multiple interrupt
requests at the same time, it evaluates the priority of all
these interrupts, sending the exception number of the
highest priority interrupt to the CPU. Thus, a higher priority
interrupt can block the execution of a lower priority ISR at
any time.

Exceptions are handled in the same way that interrupts are
handled. Each exception event has a unique exception
number, which is used by the CPU to execute the
appropriate exception handler.

8.3.2

Both CMO+ and CM4 NVICs support level and pulse signals
on the interrupt lines (IRQn). The classification of an
interrupt as level or pulse is based on the interrupt source.

Level and Pulse Interrupts
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Figure 8-3. Level Interrupts
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Figure 8-3 and Figure 8-4 show the working of level and
pulse interrupts, respectively. Assuming the interrupt signal
is initially inactive (logic low), the following sequence of
events explains the handling of level and pulse interrupts:

8.3.3

Exception Vector Table

Interrupts

On a rising edge event of the interrupt signal, the NVIC

registers the interrupt request. The interrupt is now in the
pending state, which means the interrupt requests have
not yet been serviced by the CPU.

The NVIC then sends the exception number along with
the interrupt request signal to the CPU. When the CPU
starts executing the ISR, the pending state of the
interrupt is cleared.

For pulse interrupts, when the ISR is being executed by
the CPU, one or more rising edges of the interrupt signal
are logged as a single pending request. The pending
interrupt is serviced again after the current ISR
execution is complete (see Figure 8-4 for pulse
interrupts).

For level interrupts, if the interrupt signal is still high after
completing the ISR, it will be pending and the ISR is
executed again. Figure 8-3 illustrates this for level
triggered interrupts, where the ISR is executed as long
as the interrupt signal is high.

The exception vector tables (Table 8-1 and Table 8-2) store the entry point addresses for all exception handlers in Cortex-
MO+ and Cortex-M4 cores. The CPU fetches the appropriate address based on the exception number.

Table 8-1. MO+ Exception Vector Table

Exception Number

Exception

Exception Priority

Vector Address

Initial Stack Pointer Value

Not applicable (NA)

Start_Address = 0x0000 or CMOP_SCS_VTOR?

1 Reset -3, the highest priority | Start_Address + 0x04

2 Non Maskable Interrupt (NMI) |-2 Start_Address + 0x08

3 HardFault -1 Start_Address + 0x0C

4-10 Reserved NA Start_Address + 0x10 to Start_Address + 0x28
11 Supervisory Call (SVCall) Configurable (0 — 3) Start_Address + 0x2C

12-13 Reserved NA Start_Address + 0x30 to Start_Address + 0x34
14 PendSupervisory (PendSV) Configurable (0 — 3) Start_Address + 0x38

15 System Timer (SysTick) Configurable (0 — 3) Start_Address + 0x3C

16 External Interrupt (IRQO) Configurable (0 — 3) Start_Address + 0x40

Configurable (0 — 3)

47 External Interrupt (IRQ31) Configurable (0 — 3) Start_Address + 0xBC

a. Start Address = 0x0000 on reset and is later modified by firmware by updating the CMOP_SCS_VTOR register.

Table 8-2. Cortex-M4 Exception Vector Table

Exception Number

Exception

Exception Priority

Vector Address

Initial stack pointer value

Start_Address = 0x0000 or CM4_SCS_VTOR?

1 Reset -3, highest priority Start _Address + 0x0004
2 Non Maskable Interrupt (NMI)  |-2 Start _Address + 0x0008
3 Hard fault -1 Start _Address + 0x000C
4 Memory management fault Configurable (0 —7) Start _Address + 0x0010
5 Bus fault Configurable (0 —7) Start _Address + 0x0014
6 Usage fault Configurable (0 —7) Start _Address + 0x0018
7-10 Reserved - -

11 Supervisory call (SVCall) Configurable (0 —7) Start _Address + 0x002C
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Table 8-2. Cortex-M4 Exception Vector Table (continued)

Interrupts

Exception Number Exception Exception Priority Vector Address
12-13 Reserved - -

14 Pend Supervisory (PendSV) Configurable (0 —7) Start _Address + 0x0038

15 System Tick timer (SysTick) Configurable (0 —7) Start _Address + 0x003C

16 External interrupt (IRQO) Configurable (0 —7) Start _Address + 0x0040

182 External interrupt (IRQ145) Configurable (0 —7) Start _Address + 0x0284

183 External interrupt (IRQ146) Configurable (0 —7) Start _Address + 0x0288

a. Start Address = 0x0000 on reset and is later modified by firmware by updating CM4_SCS_VTOR register.

In Table 8-1 and Table 8-2, the first word (4 bytes) is not
marked as exception number zero. This is because the first
word in the exception table is used to initialize the main
stack pointer (MSP) value on device reset; it is not
considered as an exception. In the PSoC 6 MCU, both the
vector tables can be configured to be located either in flash
memory or SRAM. The vector table offset register (VTOR)
present as part of Cortex-MO+ and Cortex-M4 system
control space registers configures the vector table offset
from the base address (0x0000). The CMOP_SCS_VTOR
register sets the vector offset address for the CM0O+ core
and CM4_SCS_VTOR sets the offset for the M4 core. The
VTOR value determines whether the vector table is in flash
memory (0x10000000 to 0x10100000) or SRAM
(0x08000000 to 0x08048000). Note that the VTOR registers
can be updated only in privilege CPU mode. The advantage
of moving the vector table to SRAM is that the exception
handler addresses can be dynamically changed by
modifying the SRAM vector table contents. However, the
nonvolatile flash memory vector table must be modified by a
flash memory write.

The exception sources (exception numbers 1 to 15) are
explained in 8.4 Exception Sources. The exceptions marked
as Reserved in Table 8-1 are not used, although they have
addresses reserved for them in the vector table. The
interrupt sources (exception numbers 16 to 162) are
explained in 8.5 Interrupt Sources.

8.4

This section explains the different exception sources listed
in Table 8-1 and Table 8-2 (exception numbers 1 to 15).

Exception Sources

8.4.1

Device reset is treated as an exception in PSoC 6 MCUs.
Reset exception is always enabled with a fixed priority of -3,
the highest priority exception in both the cores. When the
device boots up, only the Cortex-M0+ core is available. The
CMO+ core executes the ROM boot code and can enable
Cortex-M4 core from the application code. The reset
exception of the CMO+ core is tied to the device reset or
startup. When the Cortex-MO+ core releases the Cortex-M4
reset, the M4 reset exception is executed. A device reset

Reset Exception

can occur due to multiple reasons, such as power-on-reset
(POR), external reset signal on XRES pin, or watchdog
reset. When the device is reset, the initial boot code for
configuring the device is executed by the Cortex-M0+ out of
supervisory read-only memory (SROM). The boot code and
other data in SROM memory are programmed by Cypress,
and are not read/write accessible to external users. After
completing the SROM boot sequence, the Cortex-M0+ code
execution jumps to flash memory. Flash memory address
0x10000004 (Exception#1 in Table 8-1) stores the location
of the startup code in flash memory. The CPU starts
executing code out of this address. Note that the reset
exception address in the SRAM vector table will never be
used because the device comes out of reset with the flash
vector table selected. The register configuration to select the
SRAM vector table can be done only as part of the startup
code in flash after the reset is de-asserted. Note that the
reset exception flow for Cortex-M4 is the same as Cortex-
MO+. However, Cortex-M4 execution begins only after
CMO+ core de-asserts the M4 reset.

8.4.2

Non-maskable interrupt (NMI) is the highest priority
exception next to reset. It is always enabled with a fixed
priority of —2. Both the cores have their own NMI exception.
There are three ways to trigger an NMI exception in a CPU
core:

Non-Maskable Interrupt Exception

m  NMI exception from a system interrupt: Both Cortex-
MO+ and Cortex-M4 provide an option to trigger an NMI
exception using one of the 147 system interrupts. The
NMI exception triggered due to the interrupt will execute
the NMI handler pointed to by the active vector table.
The CPUSS_CMx_NMI_CTL register selects the
interrupt source that triggers the NMI from hardware.
NMI is triggered when any of the four interrupts are
triggered; that is, the interrupts are logically ORed. See
Figure 8-5.
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Figure 8-5. NMI Trigger

CPUSS_CM4_NMI_CTLx

CPUSS_CMOP_NMI_CTLx

Or

10\1\

B
----- INT Source 0---- n P—
System interrupt 1023’\}\
sources [T INT Source 1--- )
T INT Source 2 " "J&E&W \’:Z> CM‘(‘):\‘M'
n<= A
(device E P B CMO+ NMI
dependent) H 1023}
--=INT Sourcé n-1---4 FR N S B

m  NMI exception by setting NMIPENDSET bit (user NMI
exception): An NMI exception can be triggered in
software by setting the NMIPENDSET bit in the interrupt
control state registers (CMOP_SCS_ICSR and
CM4_SCS_ICSR). Setting this bit will execute the NMI
handler pointed to by the active vector table in the
respective CPU cores.

m System Call NMI exception: This exception is used for
nonvolatile programming and other system call
operations such as flash write operation and flash
checksum operation. Inter processor communication
(IPC) mechanism is used to implement a system call in
PSoC 6 MCUs. A dedicated IPC mailbox is associated
with each core (MO+ and M4) and the debug access port
(DAP) to trigger a system call. The CPU or DAP
acquires this dedicated mailbox, writes the system call
opcode and argument to the mailbox, and notifies a
dedicated IPC structure. Typically, the argument is a
pointer to a structure in SRAM. This results in an NMI
interrupt in the CMO+ core. Note that all the system calls
are serviced by Cortex-MO+ core. A Cortex-M0+ NMI
exception triggered by this method executes the NMI
exception handler code that resides in SROM. Note that
the NMI exception handler address is automatically
initialized to the system call API located in SROM (at
0x0000000D) by the boot code. The value should be
retained during vector table relocations; otherwise, no
system call will be executed. The NMI handler code in
SROM is not read/write accessible because it contains
nonvolatile programming routines that cannot be
modified by the user. The result of the system call is
passed through the same IPC mechanism. For details,
refer to the Inter-Processor Communication chapter on
page 40.

8.4.3

Both CM0+ and CM4 cores support HardFault exception.
HardFault is an always-enabled exception that occurs
because of an error during normal or exception processing.
HardFault has a fixed priority of —1, meaning it has higher
priority than any exception with configurable priority. A
HardFault exception is a catch-all exception for different

HardFault Exception
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types of fault conditions, which include executing an
undefined instruction and accessing an invalid memory
addresses. The CPU does not provide fault status
information to the HardFault exception handler, but it does
permit the handler to perform an exception return and
continue execution in cases where software has the ability
to recover from the fault situation.

8.4.4 Memory Management Fault

Exception

A memory management fault is an exception that occurs
because of a memory protection-related fault. The fixed
memory protection constraints determine this fault, for both
instruction and data memory transactions. This fault is
always used to abort instruction accesses to Execute Never
(XN) memory regions. The memory management fault is
only supported by the M4 core. The priority of the exception
is configurable from O (highest) to 7 (lowest).

8.4.5 Bus Fault Exception

A Bus Fault is an exception that occurs because of a
memory-related fault for an instruction or data memory
transaction. This might be from an error detected on a bus in
the memory system. The bus fault is supported only by the
M4 core. The priority of the exception is configurable from 0
(highest) to 7 (lowest).

8.4.6

A Usage Fault is an exception that occurs because of a fault
related to instruction execution. This includes:

Usage Fault Exception

m an undefined instruction

m an illegal unaligned access

m invalid state on instruction execution

m an error on exception return

The following can cause a usage fault when the core is
configured to report them:

m an unaligned address on word and halfword memory
access

m division by zero
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The usage fault is supported only by the M4 core. The
priority of the exception is configurable from 0 (highest) to 7
(lowest).

8.4.7 Supervisor Call (SVCall) Exception

Both CMO+ and CM4 cores support SVCall exception.
Supervisor Call (SVCall) is an always-enabled exception
caused when the CPU executes the SVC instruction as part
of the application code. Application software uses the SVC
instruction to make a call to an underlying operating system
and provide a service. This is known as a supervisor call.
The SVC instruction enables the application to issue an
SVCall that requires privileged access to the system.

The priority of an SVCall exception can be configured to a
value between 0 and 3 for CM0+ and 0 to 7 for CM4 core by
writing to the bitfields PRI_11 of the System Handler Priority
Register 2 (CMOP_SCS_SHPR2 and CM4_SCS_SHPR?2).
When the SVC instruction is executed, the SVCall exception
enters the pending state and waits to be serviced by the
CPU. The SVCALLPENDED bit in the System Handler
Control and State Register (CMOP_SCS_SHCSR and
CM4_SCS_SHCSR) can be used to check or modify the
pending status of the SVCall exception.

8.4.8 PendSupervisory (PendSV)

Exception

Both CMO+ and CM4 cores support PendSV exception.
PendSV is another supervisor call related exception similar
to SVCall, normally being software-generated. PendSV is
always enabled and its priority is configurable similar to
SVCall. The PendSV exception is triggered by setting the
PENDSVSET bit in the Interrupt Control State Register
(CMOP_SCS_ICSR and CM4_SCS_ICSR). On setting this
bit, the PendSV exception enters the pending state, and
waits to be serviced by the CPU. The pending state of a
PendSV exception can be cleared by setting the
PENDSVCLR bit in the Interrupt Control State Register. The
priority of a PendSV exception can be configured to a value
between 0 and 3 for CMO+ and 0 to 7 for M4 by writing to the
bitfields PRI_14 of the System Handler Priority Register 3.
See the Armv6-M Architecture Reference Manual for more
details.

8.4.9 System Tick (SysTick) Exception

Both CMO0+ and CM4 cores in PSoC 6 MCUs support a
system timer, referred to as SysTick, as part of their internal
architecture. SysTick provides a simple, 24-bit decrementing
counter for various timekeeping purposes such as an RTOS
tick timer, high-speed alarm timer, or simple counter. The
SysTick timer can be configured to generate an interrupt
when its count value reaches zero, which is referred to as a
SysTick exception. The exception is enabled by setting the
TICKINT bit in the SysTick Control and Status Register
(CMOP_SCS_SYST_CSR and CM4_SCS_SYST_CSR).

Interrupts

The priority of a SysTick exception can be configured to a
value between 0 and 3 for CMO+ and 0 to 7 for M4 by writing
to the bitfields PRI_15 of the System Handler Priority
Register 3 (SHPR3). The SysTick exception can always be
generated in software at any instant by writing a one to the
PENDSTSET bit in the Interrupt Control State Register.
Similarly, the pending state of the SysTick exception can be
cleared by writing a one to the PENDSTCLR bit in the
Interrupt Control State Register.

8.5

The PSoC 6 MCU supports 147 interrupts from peripherals.
The source of each interrupt is listed in Table 8-3. These
system interrupts are mapped directly to Cortex-M4 core
(IRQO to IRQ146 or exception 16 to 162). For Cortex-MO+
core, any of the 147 interrupts can be routed to the available
32 interrupts (IRQO to IRQ31 or exception 16 to 47). The
CPUSS_CMO_INT_CTLx registers are used to make this
interrupt selection in CMO+.

Interrupt Sources

The interrupts include standard interrupts from the on-chip
peripherals such as TCPWM, serial communication block,
CSD block, watchdog, ADC, and so on. The interrupt
generated is usually the logical OR of the different
peripheral states. The peripheral interrupt status register
should be read in the ISR to detect which condition
generated the interrupt. These interrupts are usually level
interrupts. The appropriate interrupt registers should be
cleared in the ISR to deassert the interrupt. Usually a write
1" is required to clear the registers. If the interrupt register is
not cleared in the ISR, the interrupt will remain asserted and
the ISR will be executed continuously. See the 1/0
System chapter on page 240 for details on GPIO interrupts.

As seen from Table 8-3, 41 interrupts (IRQO to IRQ40) are
capable of waking up the device from Deep Sleep power
mode. For Cortex-M4, IRQO to IRQ40 directly map to these
sources. However, in the Cortex-M0+, only the first eight
IRQ lines support Deep Sleep wakeup. This means the 41
Deep Sleep wakeup-capable interrupts can be connected to
the first eight IRQ lines of Cortex-MO0+, if such a wakeup is
desired. Therefore, reserve and use the first eight IRQ lines
of Cortex-MO+ for Deep Sleep wakeup-capable sources.
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Table 8-3. List of PSoC 6 MCU Interrupt Sources
System Interrupt Cortele\:Ij;IlE))::eption Power Mode Interrupt Source
NMI 2 Active Any of the below 147 IRQ source
IRQO 16 Deep Sleep GPIO Interrupt - Port 0
IRQ1 17 Deep Sleep GPIO Interrupt - Port 1
IRQ2 18 Deep Sleep GPIO Interrupt - Port 2
IRQ3 19 Deep Sleep GPIO Interrupt - Port 3
IRQ4 20 Deep Sleep GPIO Interrupt - Port 4
IRQ5 21 Deep Sleep GPIO Interrupt - Port 5
IRQ6 22 Deep Sleep GPIO Interrupt - Port 6
IRQ7 23 Deep Sleep GPIO Interrupt - Port 7
IRQ8 24 Deep Sleep GPIO Interrupt - Port 8
IRQ9 25 Deep Sleep GPIO Interrupt - Port 9
IRQ10 26 Deep Sleep GPIO Interrupt - Port 10
IRQ11 27 Deep Sleep GPIO Interrupt - Port 11
IRQ12 28 Deep Sleep GPIO Interrupt - Port 12
IRQ13 29 Deep Sleep GPIO Interrupt - Port 13
IRQ14 30 Deep Sleep GPIO Interrupt - Port 14
IRQ15 31 Deep Sleep GPIO All Ports
IRQ16 32 Deep Sleep GPIO Supply Detect Interrupt
IRQ17 33 Deep Sleep Low-Power Comparator Interrupt
IRQ18 34 Deep Sleep Serial Communication Block #8 Interrupt
IRQ19 35 Deep Sleep Multi-Counter Watchdog Timer (MCWDTO) Interrupt
IRQ20 36 Reserved
IRQ21 37 Deep Sleep Real-Time-Clock (Backup domain) Interrupt
IRQ22 38 Deep Sleep LVD and WDT Interrupt
IRQ23 39 Deep Sleep Continuous Time block (CTBm) Interrupt
IRQ24 40 Deep Sleep
IRQ25 41 Deep Sleep CPUSS Inter Process Communication Interrupt #0
IRQ26 42 Deep Sleep CPUSS Inter Process Communication Interrupt #1
IRQ27 43 Deep Sleep CPUSS Inter Process Communication Interrupt #2
IRQ28 44 Deep Sleep CPUSS Inter Process Communication Interrupt #3
IRQ29 45 Deep Sleep CPUSS Inter Process Communication Interrupt #4
IRQ30 46 Deep Sleep CPUSS Inter Process Communication Interrupt #5
IRQ31 47 Deep Sleep CPUSS Inter Process Communication Interrupt #6
IRQ32 47 Deep Sleep CPUSS Inter Process Communication Interrupt #7
IRQ33 48 Deep Sleep CPUSS Inter Process Communication Interrupt #8
IRQ34 49 Deep Sleep CPUSS Inter Process Communication Interrupt #9
IRQ35 50 Deep Sleep CPUSS Inter Process Communication Interrupt #10
IRQ36 51 Deep Sleep CPUSS Inter Process Communication Interrupt #11
IRQ37 52 Deep Sleep CPUSS Inter Process Communication Interrupt #12
IRQ38 53 Deep Sleep CPUSS Inter Process Communication Interrupt #13
IRQ39 54 Deep Sleep CPUSS Inter Process Communication Interrupt #14
IRQ40 55 Deep Sleep CPUSS Inter Process Communication Interrupt #15
IRQ41 56 Deep Sleep CPUSS Inter Process Communication Interrupt #16
IRQ42 57 Active Serial Communication Block #0
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Table 8-3. List of PSoC 6 MCU Interrupt Sources (continued)
System Interrupt Cortele\:Ij;IlE))::eption Power Mode Interrupt Source
IRQ43 58 Active Serial Communication Block #1
IRQ44 59 Active Serial Communication Block #2
IRQ45 60 Active Serial Communication Block #3
IRQ46 61 Active Serial Communication Block #4
IRQ47 62 Active Serial Communication Block #5
IRQ48 63 Active Serial Communication Block #6
IRQ49 64 Active Serial Communication Block #7
IRQ50 65 Active CapSense interrupt

IRQ51 66 Active CPUSS DataWire #0, Channel #0
IRQ52 67 Active CPUSS DataWire #0, Channel #1
IRQ53 68 Active CPUSS DataWire #0, Channel #2
IRQ54 69 Active CPUSS DataWire #0, Channel #3
IRQ55 70 Active CPUSS DataWire #0, Channel #4
IRQ56 71 Active CPUSS DataWire #0, Channel #5
IRQ57 72 Active CPUSS DataWire #0, Channel #6
IRQ58 73 Active CPUSS DataWire #0, Channel #7
IRQ59 74 Active CPUSS DataWire #0, Channel #8
IRQ60 75 Active CPUSS DataWire #0, Channel #9
IRQ61 76 Active CPUSS DataWire #0, Channel #10
IRQ62 77 Active CPUSS DataWire #0, Channel #11
IRQ63 78 Active CPUSS DataWire #0, Channel #12
IRQ64 79 Active CPUSS DataWire #0, Channel #13
IRQ65 80 Active CPUSS DataWire #0, Channel #14
IRQ66 81 Active CPUSS DataWire #0, Channel #15
IRQ67 82 Active CPUSS DataWire #1, Channel #0
IRQ68 83 Active CPUSS DataWire #1, Channel #1
IRQ69 84 Active CPUSS DataWire #1, Channel #2
IRQ70 85 Active CPUSS DataWire #1, Channel #3
IRQ71 86 Active CPUSS DataWire #1, Channel #4
IRQ72 87 Active CPUSS DataWire #1, Channel #5
IRQ73 88 Active CPUSS DataWire #1, Channel #6
IRQ74 89 Active CPUSS DataWire #1, Channel #7
IRQ75 90 Active CPUSS DataWire #1, Channel #8
IRQ76 91 Active CPUSS DataWire #1, Channel #9
IRQ77 92 Active CPUSS DataWire #1, Channel #10
IRQ78 93 Active CPUSS DataWire #1, Channel #11
IRQ79 94 Active CPUSS DataWire #1, Channel #12
IRQ80 95 Active CPUSS DataWire #1, Channel #13
IRQ81 96 Active CPUSS DataWire #1, Channel #14
IRQ82 97 Active CPUSS DataWire #1, Channel #15
IRQ83 98 Active CPUSS Fault Structure Interrupt #0
IRQ84 99 Active CPUSS Fault Structure Interrupt #1
IRQ85 100 Active Crypto Accelerator Interrupt

IRQ86 101 Active Flash Macro Interrupt
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Table 8-3. List of PSoC 6 MCU Interrupt Sources (continued)
System Interrupt Cortele\:Ij;IlE))::eption Power Mode Interrupt Source
IRQ87 102 Active Cortex-M0+ CTI #0
IRQ88 103 Active Cortex-M0+ CTI #1
IRQ89 104 Active Cortex-M4 CTI #0
IRQ90 105 Active Cortex-M4 CTI #1
IRQ91 106 Active TCPWM #0 (32-bit), Counter #0
IRQ92 107 Active TCPWM #0 (32-bit), Counter #1
IRQ93 108 Active TCPWM #0 (32-bit), Counter #2
IRQ94 109 Active TCPWM #0 (32-bit), Counter #3
IRQ95 110 Active TCPWM #0 (32-bit), Counter #4
IRQ96 111 Active TCPWM #0 (32-bit), Counter #5
IRQ97 112 Active TCPWM #0 (32-bit), Counter #6
IRQ98 113 Active TCPWM #0 (32-bit), Counter #7
IRQ99 114 Active TCPWM #1 (16-bit), Counter #0
IRQ100 115 Active TCPWM #1 (16-bit), Counter #1
IRQ101 116 Active TCPWM #1 (16-bit), Counter #2
IRQ102 117 Active TCPWM #1 (16-bit), Counter #3
IRQ103 118 Active TCPWM #1 (16-bit), Counter #4
IRQ104 119 Active TCPWM #1 (16-bit), Counter #5
IRQ105 120 Active TCPWM #1 (16-bit), Counter #6
IRQ106 121 Active TCPWM #1 (16-bit), Counter #7
IRQ107 122 Active TCPWM #1 (16-bit), Counter #8
IRQ108 123 Active TCPWM #1 (16-bit), Counter #9
IRQ109 124 Active TCPWM #1 (16-bit), Counter #10
IRQ110 125 Active TCPWM #1 (16-bit), Counter #11
IRQ111 126 Active TCPWM #1 (16-bit), Counter #12
IRQ112 127 Active TCPWM #1 (16-bit), Counter #13
IRQ113 128 Active TCPWM #1 (16-bit), Counter #14
IRQ114 129 Active TCPWM #1 (16-bit), Counter #15
IRQ115 130 Active TCPWM #1 (16-bit), Counter #16
IRQ116 131 Active TCPWM #1 (16-bit), Counter #17
IRQ117 132 Active TCPWM #1 (16-bit), Counter #18
IRQ118 133 Active TCPWM #1 (16-bit), Counter #19
IRQ119 134 Active TCPWM #1 (16-bit), Counter #20
IRQ120 135 Active TCPWM #1 (16-bit), Counter #21
IRQ121 136 Active TCPWM #1 (16-bit), Counter #22
IRQ122 137 Active TCPWM #1 (16-bit), Counter #23
IRQ123 138 Active UDB Interrupt #0
IRQ124 139 Active UDB Interrupt #1
IRQ125 140 Active UDB Interrupt #2
IRQ126 141 Active UDB Interrupt #3
IRQ127 142 Active UDB Interrupt #4
IRQ128 143 Active UDB Interrupt #5
IRQ129 144 Active UDB Interrupt #6
IRQ130 145 Active UDB Interrupt #7
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Table 8-3. List of PSoC 6 MCU Interrupt Sources (continued)

System Interrupt Cortele\:Ij;IlE))::eption Power Mode Interrupt Source
IRQ131 146 Active UDB Interrupt #8

IRQ132 147 Active UDB Interrupt #9

IRQ133 148 Active UDB Interrupt #10

IRQ134 149 Active UDB Interrupt #11

IRQ135 150 Active UDB Interrupt #12

IRQ136 151 Active UDB Interrupt #13

IRQ137 152 Active UDB Interrupt #14

IRQ138 153 Active UDB Interrupt #15

IRQ139 154 Active SAR ADC Interrupt

IRQ140 155 Active 12S Audio Interrupt

IRQ141 156 Active PDM/PCM Audio Interrupt

IRQ142 157 Active Profiler Interrupt

IRQ143 158 Active Serial Memory Interface Interrupt

IRQ144 159 Active USB Interrupt (High)

IRQ145 160 Active USB Interrupt (Medium)

IRQ146 161 Active USB Interrupt (Low)

IRQ147 162 Active CTDAC Interrupt
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8.6

Exception priority is useful for exception arbitration when
there are multiple exceptions that need to be serviced by the
CPU. Both M4 and MO+ cores in PSoC 6 MCUs provide
flexibility in choosing priority values for different exceptions.
All exceptions other than Reset, NMI, and HardFault can be
assigned a configurable priority level. The Reset, NMI, and
HardFault exceptions have a fixed priority of -3, -2, and -1,
respectively. In PSoC 6 MCUs, lower priority numbers
represent higher priorities. This means that the Reset, NMI,
and HardFault exceptions have the highest priorities. The
other exceptions can be assigned a configurable priority
level between 0 and 3 for Cortex-MO+ and 0 to 7 for Cortex-
M4.

Interrupt/Exception Priority

Both MO+ and M4 support nested exceptions in which a
higher priority exception can obstruct (interrupt) the
currently active exception handler. This pre-emption does
not happen if the incoming exception priority is the same as
or lower than the active exception. The CPU resumes
execution of the lower priority exception handler after
servicing the higher priority exception. The CMO+ core in the
PSoC 6 MCU allows nesting of up to four exceptions; the
CM4 core allows up to eight exceptions. When the CPU
receives two or more exceptions requests of the same
priority, the lowest exception number is serviced first.

The registers to configure the priority of exception numbers
1 to 15 are explained in Exception Sources on page 59.

The priority of the 32 CM0+ and 147 CM4 interrupts can be
configured by writing to the respective Interrupt Priority
registers (CMOP_SCS_IPR and CM4_SCS_IPR). This is a
group of eight (CM0+) and 60 (CM4) 32-bit registers with
each register storing the priority values of four interrupts, as
given in Table 8-4 and Table 8-5.

Table 8-4. Interrupt Priority Register Bit Definitions for
Cortex-M0+ (CMOP_SCS_IPR)

Interrupts

8.7 Enabling and Disabling

Interrupts

The NVICs of both CM0+ andCM4 core provide registers to
individually enable and disable the interrupts in software. If
an interrupt is not enabled, the NVIC will not process the
interrupt requests on that interrupt line. The Interrupt Set-
Enable Register (CMOP_SCS_ISER and CM4_SCS_ISER)
and the Interrupt Clear-Enable Register (CMOP_SCS_ICER
and CM4_SCS_ICER) are used to enable and disable the
interrupts respectively. These registers are 32-bit wide and
each bit corresponds to the same numbered interrupt in
CMO+. For CM4 core, there are eight ISER/ICER registers.
These registers can also be read in software to get the
enable status of the interrupts. Table 8-6 shows the register
access properties for these two registers. Note that writing
zero to these registers has no effect.

Table 8-6. Interrupt Enable/Disable Registers

Register Operation | Bit Value Comment
1 T le the i
Write 0 enable the interrupt
Interrupt Set 0 No effect
Enable Register Read 1 Interrupt is enabled
0 Interrupt is disabled
Write 1 To disable the interrupt
Interrupt Clear 0 No effect
Enable Register Read 1 Interrupt is enabled
0 Interrupt is disabled

Bits Name Description
7:6 PRI_NO Priority of interrupt number N.
15:14 PRI_N1 Priority of interrupt number N+1.
23:22 PRI_N2 Priority of interrupt number N+2.
31:30 PRI_N3 Priority of interrupt number N+3.

Table 8-5. Interrupt Priority Register Bit definitions for
Cortex-M4 (CM4_SCS_IPR)

Bits Name Description
75 PRI_NO Priority of interrupt number N
15:13 PRI_N1 Priority of interrupt number N+1
23:21 PRI_N2 Priority of interrupt number N+2
31:29 PRI_N3 Priority of interrupt number N+3

The ISER and ICER registers are applicable only for the
interrupts. These registers cannot be used to enable or
disable the exception numbers 1 to 15. The 15 exceptions
have their own support for enabling and disabling, as
explained in Exception Sources on page 59.

The PRIMASK register in the CPUs (both CMO+ and CM4)
can be used as a global exception enable register to mask
all the configurable priority exceptions irrespective of
whether they are enabled. Configurable priority exceptions
include all the exceptions except Reset, NMI, and HardFault
listed in Table 8-1. When the PM bit (bit 0) in the PRIMASK
register is set, none of the configurable priority exceptions
can be serviced by the CPU, though they can be in the
pending state waiting to be serviced by the CPU after the
PM bit is cleared.
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8.8 Interrupt/Exception States
Each exception can be in one of the following states.

Table 8-7. Exception States

Exception State Meaning
Inactive The exception is not active and not pending. Either the exception is disabled or the enabled exception has not been
triggered.
Pending The exception request has been received by the CPU/NVIC and the exception is waiting to be serviced by the CPU.
An exception that is being serviced by the CPU but whose exception handler execution is not yet complete. A high-
Active priority exception can interrupt the execution of lower priority exception. In this case, both the exceptions are in the

active state.

The exception is being serviced by the processor and there is a pending request from the same source during its

Active and Pending exception handler execution.

The Interrupt Control State Register (CMOP_SCS_ICSR and CM4_SCS_ICSR) contains status bits describing the various
exceptions states.

m The VECTACTIVE bits ([8:0]) in the ICSR store the exception number for the current executing exception. This value is
zero if the CPU does not execute any exception handler (CPU is in thread mode). Note that the value in VECTACTIVE
bitfields is the same as the value in bits [8:0] of the Interrupt Program Status Register (IPSR), which is also used to store
the active exception number.

m  The VECTPENDING bits ([20:12]) in the ICSR store the exception number of the highest priority pending exception. This
value is zero if there are no pending exceptions.

m  The ISRPENDING bit (bit 22) in the ICSR indicates if a NVIC generated interrupt is in a pending state.

8.8.1

When a peripheral generates an interrupt request signal to the NVIC or an exception event occurs, the corresponding
exception enters the pending state. When the CPU starts executing the corresponding exception handler routine, the
exception is changed from the pending state to the active state. The NVIC allows software pending of the 32 (CM0+) or 147
(CM4) interrupt lines by providing separate register bits for setting and clearing the pending states of the interrupts. The
Interrupt Set-Pending register (CMOP_SCS_ISPR and CM4_SCS_ISPR) and the Interrupt Clear-Pending register
(CMOP_SCS_ICPR and CM4_SCS_ICPR) are used to set and clear the pending status of the interrupt lines. These registers
are 32 bits wide, and each bit corresponds to the same numbered interrupt. In the case of CM4, there are eight sets of such
registers to accommodate all 147 interrupts. Table 8-8 shows the register access properties for these two registers. Note that
writing zero to these registers has no effect.

Pending Interrupts/Exceptions

Table 8-8. Interrupt Set Pending/Clear Pending Registers

Register Operation Bit Value Comment
. 1 To put an interrupt to pending state
Write
Interrupt Set-Pending Register 0 No effect
(ISPR) 1 Interrupt is pending
Read
0 Interrupt is not pending
) 1 To clear a pending interrupt
Write
Interrupt Clear-Pending Register 0 No effect
(ICPR) 1 Interrupt is pending
Read - -
0 Interrupt is not pending

Setting the pending bit when the same bit is already set
results in only one execution of the ISR. The pending bit can
be updated regardless of whether the corresponding
interrupt is enabled. If the interrupt is not enabled, the
interrupt line will not move to the pending state until it is
enabled by writing to the ISER register.

Note that the ISPR and ICPR registers are used only for the
peripheral interrupts. These registers cannot be used for
pending the exception numbers 1 to 15. These 15
exceptions have their own support for pending, as explained
in Exception Sources on page 59.
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8.9 Stack Usage for Interrupts/

Exceptions

When the CPU executes the main code (in thread mode)
and an exception request occurs, the CPU stores the state
of its general-purpose registers in the stack. It then starts
executing the corresponding exception handler (in handler
mode). The CPU pushes the contents of the eight 32-bit
internal registers into the stack. These registers are the
Program and Status Register (PSR), ReturnAddress, Link
Register (LR or R14), R12, R3, R2, R1, and RO0. Both
Cortex-M4 and Cortex-M0O+ have two stack pointers - MSP
and PSP. Only one of the stack pointers can be active at a
time. When in thread mode, the Active Stack Pointer bit in
the Control register is used to define the current active stack
pointer. When in handler mode, the MSP is always used as
the stack pointer. The stack pointer always grows
downwards and points to the address that has the last
pushed data.

When the CPU is in thread mode and an exception request
comes, the CPU uses the stack pointer defined in the
control register to store the general-purpose register
contents. After the stack push operations, the CPU enters
handler mode to execute the exception handler. When
another higher priority exception occurs while executing the
current exception, the MSP is used for stack push/pop
operations, because the CPU is already in handler mode.
See the CPU Subsystem (CPUSS) chapter on page 31 for
details.

8.10 Interrupts and Low-Power

Modes

The PSoC 6 MCU family allows device (CPU) wakeup from
low-power modes when certain peripheral interrupt requests
are generated. The Wakeup Interrupt Controller (WIC) block
generates a wakeup signal that causes the CPU to enter
Active mode when one or more wakeup sources generate
an interrupt signal. After entering Active mode, the ISR of
the peripheral interrupt is executed.

The Wait For Interrupt (WFI) or Wait For Event (WFE)
instruction, executed by the CPU, triggers the transition into
Sleep, and Deep Sleep modes. Both the WFI and WFE
instructions are capable of waking up on interrupts.
However, the WFE requires the interrupts to be unmasked in
the CPU’s Priority Mask register. Refer to the PRIMASK
register definition on the Arm website. In addition, the WFE
instruction puts the CPU to sleep based on the status of an
event bit and wakes up from an event signal, typically sent
by the other CPU. WFI does not require PRIMASK
unmasking and can wake up the CPU from any pending
interrupt masked to the NVIC or WIC. However, WFI cannot
wake up the CPU from event signals from other CPUs. The
sequence of entering the different low-power modes is
detailed in the Device Power Modes chapter on page 204.

Interrupts

Chip low-power modes have two categories of interrupt
sources:

m Interrupt sources that are available in the Active, Sleep,
and Deep Sleep modes (watchdog timer interrupt, RTC,
GPIO interrupts, and Low-Power comparators)

m Interrupt sources that are available only in the Active and
Sleep modes

When using the WFE instruction in CM4, make sure to call
the WFE instruction twice to properly enter and exit Sleep/
Deep Sleep modes. This behavior comes from the event
register implementation in Arm v7 architecture used in
Cortex-M4. According to the ARM V7 architecture reference
manual (Section B1.5.18 Wait For Event and Send Event):

m  Areset clears the event register.

m Any WFE wakeup event, or the execution of an
exception return instruction, sets the event register.

A WFE instruction clears the event register.

m Software cannot read or write the value of the event
register directly.

Therefore, the first WFE instruction puts CM4 to sleep and
second WFE clears the event register after a WFE wakeup,
which sets the event register. So the next WFE will put the
core to sleep.

Note that this behavior is not present in Arm v6 architecture
used in Cortex-M0+. Therefore, in CMO+ only one WFE
instruction is sufficient to successfully enter or exit Sleep
and Deep Sleep modes.

8.11 Interrupt/Exception —

Initialization/ Configuration

This section covers the different steps involved in initializing
and configuring exceptions in the PSoC 6 MCU.

1. Configuring the Exception Vector Table Location: The
first step in using exceptions is to configure the vector
table location as required - either in flash memory or
SRAM. This configuration is done as described in
Exception Vector Table on page 58.

The vector table should be available in SRAM if the
application must change the vector addresses
dynamically. If the table is located in flash, then a flash
write operation is required to modify the vector table
contents. The ModusToolbox IDE uses the vector table
in SRAM by default.

2. Configuring Individual Exceptions: The next step is to
configure individual exceptions required in an
application, as explained in earlier sections.

a. Configure the exception or interrupt source; this
includes setting up the interrupt generation
conditions. The register configuration depends on
the specific exception required. Refer to the
respective peripheral chapter to know more about
the interrupt configuration supported by them.

PSoC 6 MCU: CY8C62x6, CY8C62x7 Architecture TRM, Document No. 002-20730 Rev. *J 68


http://infocenter.arm.com/help/topic/com.arm.doc.dui0497a/CHDBIBGJ.html#BABCHBFJ

o CYPRESS

g EMBEDDED IN TOMORROW

b. Define the exception handler function and write the
address of the function to the exception vector table.
Table 8-1 gives the exception vector table format; the
exception handler address should be written to the
appropriate exception number entry in the table.

8.12 Register List

Interrupts

Set up the exception priority, as explained in
Interrupt/Exception Priority on page 66.

Enable the exception, as explained in Enabling and
Disabling Interrupts on page 66.

Table 8-9. Register List

Register Name

Description

CPUSS_CMO_NMI_CTL

Cortex-M0+ NMI control register

CPUSS_CMO_INT_CTLO

Cortex-MO+ interrupt control O register

CPUSS_CMO_INT_CTL1

Cortex-MO+ interrupt control 1 register

CPUSS_CMO_INT_CTL2

Cortex-MO+ interrupt control 2

CPUSS_CMO_INT_CTL3

Cortex-MO+ interrupt control 3

CPUSS_CMO_INT_CTL4

Cortex-MO+ interrupt control 4

CPUSS_CMO_INT_CTL5

Cortex-MO+ interrupt control 5

CPUSS_CMO_INT_CTL6

Cortex-MO+ interrupt control 6

CPUSS_CMO_INT_CTL7

Cortex-MO+ interrupt control 7

CPUSS_CM4_NMI_CTL

Cortex-M4 NMI control register

SYSTEM_CMOP_SCS_ISER

Cortex-MO+ interrupt set-enable register

SYSTEM_CMOP_SCS_ICER

Cortex-MO+ interrupt clear enable register

SYSTEM_CMOP_SCS_ISPR

Cortex-MO+ interrupt set-pending register

SYSTEM_CMOP_SCS_ICPR

Cortex-MO+ interrupt clear-pending register

SYSTEM_CMOP_SCS_IPR

Cortex-MO+ interrupt priority register

SYSTEM_CMOP_SCS_ICSR

Cortex-MO+ interrupt control state register

SYSTEM_CMOP_SCS_VTOR

Cortex-MO+ vector table offset register

SYSTEM_CMOP_SCS_AIRCR

Cortex-MO+ application interrupt and reset control register

SYSTEM_CMOP_SCS_SHPR2

Cortex-M0+ system handler priority register 2

SYSTEM_CMOP_SCS_SHPR3

Cortex-M0+ system handler priority register 3

SYSTEM_CMOP_SCS_SHCSR

Cortex-M0+ system handler control and state register

SYSTEM_CM4_SCS_ISER

Cortex-M4 interrupt set-enable register

SYSTEM_CM4_SCS_ICER

Cortex-M4 interrupt clear enable register

SYSTEM_CM4_SCS_ISPR

Cortex-M4 interrupt set-pending register

SYSTEM_CM4_SCS_ICPR

Cortex-M4 interrupt clear-pending register

SYSTEM_CM4_SCS_IPR

Cortex-M4 interrupt priority registers

SYSTEM_CM4_SCS_ICSR

Cortex-M4 interrupt control state register

SYSTEM_CM4_SCS_VTOR

Cortex-M4 vector table offset register

SYSTEM_CM4_SCS_AIRCR

Cortex-M4 application interrupt and reset control register

SYSTEM_CM4_SCS_SHPR2

Cortex-M4 system handler priority register 2

SYSTEM_CM4_SCS_SHPR3

Cortex-M4 system handler priority register 3

SYSTEM_CM4_SCS_SHCSR

Cortex-M4 system handler control and state register
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This PSoC 6 MCU technical reference manual (TRM) provides comprehensive and detailed information about the
functions of the PSoC 6 MCU device hardware. It is divided into two books: architecture TRM and registers TRM. The
TRM is not recommended for those new to the PSoC 6 MCU, nor as a guide for developing PSoC 6 MCU applications.
Use these documents instead:

m Device datasheet

m Peripheral Driver Library (PDL) documentation
m Application notes
[

Code examples

Protection units are implemented in the PSoC 6 MCU to enforce security based on different operations. A protection unit
allows or restricts bus transfers. The rules are enforced based on specific properties of a transfer. The rules that determine
protection are implemented in protection structures (a register structure). A protection structure defines the protected address
space and the protection attributes. The hardware that evaluates these protection structures, to restrict or permit access, is
the protection unit. The PSoC device has different types of protection units such as MPU, SMPU, and PPU. Each have a
distinct set of protection structures, which helps define different protection regions and their attributes.

9.1 Architecture

Figure 9-1 shows a conceptual view of implementation of the PSoC protection system.

Figure 9-1. Conceptual View of PSoC Protection System
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The functioning of a secure system is based on the
following:

m Bus masters: This term refers to the bus masters in the
architecture. In a PSoC 6 device, an example of a bus
master is a Cortex-M core, DMA, or a test controller.

m Protection units: Protection units are the hardware
engines that enforce the protection defined by protection
structures. There are three types of protection units,
acting at different levels of memory access with different
precedence and priority of protection — MPU, SMPU,
and PPU.

m Protection structure: A protection structure is a register
structure in memory that sets up the rules based on
which each protection unit will evaluate a transfer. Each
protection unit associates itself to multiple protection
structures. The protection structure associated with a
protection unit are evaluated in the order starting with
the protection structure with the largest index. For
example, if there are 16 protection structures associated
with a protection unit, then the evaluation of a transfer
starts from protection structure 15 and counts down.
Physically a protection structure is a register structure in
the memory map that defines a protection rule. Each
protection structure constitutes the following:

o Defines a memory region on which the rule is
applied. It designates what the bus transfer needs to
be evaluated against this protection structure.

- Base address
- Size of memory block
o Aset of protection attributes
- RIW/IX
- User/privilege
- Secure/non Secure
- Protection context

m Protection attributes: These are properties based on
which a transfer is evaluated. There are multiple
protection attributes. The set of protection attributes
available for a protection structure depends on the
protection unit it is associated with. Protection attributes
appear in two places:

o Protection structures: Protection attributes associ-
ated with a protection structure set the rules for
access based on these attributes.

o Bus master's protection attribute: Each bus master
has its own access attributes, which define the bus
master's access privileges. Some of these attributes,
such as secure/non-secure, are set for a master.
Other attributes such as protection context and user/
privilege attribute are dynamic attributes, which
change based on bus master's context and state.

In summary, a PSoC 6 device has protection units that act
as a gate for any access to the PSoC memory map. The
rules for protection are set by the protection structures.

Protection Units

Each bus master is qualified by its own protection attribute.
For every bus transfer, the protection unit compares the bus
master's protection attribute and accessed address against
the rules set in the protection structures and decides on
providing or denying access.

9.2 PSoC 6 Protection

Architecture

When there is a memory (SRAM/flash/peripheral) access by
a bus master, the access is evaluated by a protection unit
against the protection attributes set in protection structures
for the memory location being accessed. If the bus master’s
protection attributes satisfy the protection attributes set in
the protection structures, then access is allowed by the
protection unit. If there is an access restriction, a fault
condition is triggered and a bus error occurs. Thus
protection units secure bus transfer address range either in
memory locations (SRAM/flash) or peripheral registers.
From an architectural perspective, there is no difference
between memory protection and peripheral protection.
However, from an implementation perspective, separate
memory and peripheral protection is provided.

Two types of protection units, memory protection units
(MPU) and shared memory protection units (SMPU), are
provided in the CPU subsystem (CPUSS) to protect memory
locations. A separate protection unit type is provided for
peripheral protection (PPU) in the PERI:

m Abus master may have a dedicated MPU. In a CPU bus
master, the MPU is typically implemented as part of the
CPU and is under control of the OS/kernel. In a non-
CPU bus master, the MPU is typically implemented as
part of the bus infrastructure and under control of the
OS/kernel of the CPU that “owns or uses” the bus
master. If a CPU switches tasks or if a non-CPU
switches ownership, the MPU settings are typically
updated by OS/kernel software. The different MPU types
are:

a An MPU that is implemented as part of the CPU. This
type is found in the Arm CM0+ and CM4 CPUs.

o An MPU that is implemented as part of the bus infra-
structure. This type is found in bus masters such as
crypto and test controller. The definition of this MPU
type follows the Arm MPU definition (in terms of
memory region and access attribute definition) to
ensure a consistent software interface.

m SMPUs are intended for implementing protection in a
situation with multiple bus masters. These protection
units implement a concept called Protection Context. A
protection context is a pseudo state of a bus master,
which can be used to determine access attributes across
multiple masters. The protection context is a protection
attribute not specific to a bus master.The SMPUs can
distinguish between different protection contexts; they
can also distinguish secure from non-secure accesses.
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This allows for an effective protection in a multi-core
scenario.

m PPUs are protection units provided in the PERI register
space for peripheral protection. The PPU attributes are
similar to the SMPU, except that they are intended for
protecting the peripheral space. Refer to the registers
TRM for details. The PPUs are intended to distinguish
between different protection contexts and to distinguish
secure from non-secure accesses and user mode
accesses from privileged mode accesses. There are two
types of PPU structures.

o Fixed PPUs implement protection for fixed address
regions that typically correspond to a specific periph-
eral

o Programmable PPUs allows the user to program the
address region to be protected

The platform’s DMA controller does not have an MPU.
Instead, a DMA controller channel inherits the access
control attributes of the bus transfer that programmed the
channel.

The definition of SMPU and PPU follows the MPU definition
and adds the capability to distinguish accesses from
different protection contexts (the MPU does not include
support for a protection context). If security is required, the
SMPU and possibly PPUs MMIO registers must be
controlled by a secure CPU that enforces system-wide
protection.

Figure 9-2 gives an overview of the location of MPUs,
SMPUs, and PPUs in the system. Note that a peripheral
group PPU needs to provide access control only to the
peripherals within a peripheral group (group of peripherals
with a shared bus infrastructure).

As mentioned, the MPU, SMPU, and PPU protection
functionality follows the Arm MPU definition:

m  Multiple protection structures are supported.

m Each structure specifies an address range in the unified
memory architecture and access attributes. An address
range can be as small as 32 bytes.

A protection violation is caused by a mismatch between a
bus master’'s access attributes and the protection structure
and access attributes for the memory region configured in
the protection structure.

A bus transfer that violates a protection structure results in a
bus error.

For AXI transfers, the complete address range is matched. If
a transfer references multiple 32-byte regions (the smallest
protection structure address range is 32 bytes), multiple
cycles are required for matching — one cycle per 32-byte
region.

Protection violations are captured in the fault report
structure to allow for failure analysis. The fault report
structures can generate an interrupt to indicate the

Protection Units

occurrence of a fault. This is useful if the violating bus
master cannot resolve the bus error by itself, but requires
another CPU bus master to resolve the bus error on its
behalf.

For a buffered mode of transfer
(CPUSS_BUFF_CTL[WRITE_BUFF]), the behavior during
protection violation is different. When

CPUSS_BUFF_CTL[WRITE_BUFF] is set to ‘1°, the write
transfers on the bus are buffered. So the transfer is first
acknowledged when the buffer receives the transfer. A
protection violation will be only evaluated when the actual
write happens at the destination register. This leads to the
write transfer not generating a bus error for buffered mode.
However, a fault will be registered as soon as the transfer
tries to write the destination location. Therefore, for buffered
writes, the user must verify the fault structure to make sure
no violations have occurred.

A protection violation results in a bus error and the bus
transfer will not reach its target. An MPU or SMPU violation
that targets a peripheral will not reach the associated
protection evaluation (PPU). In other words, MPU and
SMPU have a higher priority over PPU.

Protection unit addresses the following:

m  Security requirements. This includes prevention of
malicious attacks to access secure memory or
peripherals. For example, a non-secure master should
not be able to access key information in a secure
memory region.

m Safety requirements. This includes detection of
accidental (non-malicious) software errors and random
hardware errors. Enabling failure analysis is important
so the root cause of a safety violation can be
investigated. For example, analyzing a flash memory
failure on a device that is returned from the field should
be possible.

To address security requirements, the Cortex MO+ is used
as a ‘secure CPU'’. This CPU is considered a trusted entity.
Any access by the CPU tagged as “secure” will be called
“secure access”.
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Figure 9-2. PSoC 6 Protection Architecture
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The different types of protection units cater to different use cases for protection.

Table 9-1. Protection Use Cases

MPU: Memory Protection Unit
SMPU: Shared Memory Protection Unit
PPU: Peripheral Protection Unit

Protection Units

Protection Unit Type

Use

Used to protect memory between tasks within in a single Arm core. A task in one of the Arm cores can

Arm MPU protect its memory from access by another task in the same core.

MPU Same as the Arm MPU, but for other bus masters such as the test controller or crypto, which do not have a
built-in MPU in their block IP.

SMPU Used to protect memory addresses that are shared between multiple bus masters.

Fixed PPU protection These protect specific peripheral memory space. The protection structures have a preprogrammed memory

structures region and can be used only to protect the peripheral it was intended for.

Programmable PPU

protection structures

These protect the peripheral space but the memory region is not fixed. So users can easily program it to

protect any space in the peripheral memory region.

9.3 Register Architecture

The protection architecture has different conceptual pieces and different sets of registers correspond to each of these

concepts.

9.3.1 Protection Structure and Attributes

The MPU, SMPU, and PPU protection structure definition follows the Arm definition. Each protection structure is defined by:

m An address region
m  Access control attributes

A protection structure is always aligned on a 32-byte boundary in the memory space. Two registers define a protection
structure: ADDR (address register) and ATT (attribute register). This structure alignment and organization allow
straightforward protection of the protection structures by the protection scheme. This is discussed later in this chapter.

Address region: The address region is defined by:

m The base address of a region as specified by ADDR.ADDR.

m The size of a region as specified by ATT.REGION_SIZE.
m Individual disables for eight subregions within the region, as specified by ADDR.SUBREGION_DISABLE.
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The REGION_SIZE field specifies the size of a region. The region size is a power of 2 in the range of [256 B, 4 GB]. The base
address ADDR specifies the start of the region, which must be aligned to the region size. A region is partitioned into eight
equally sized sub-regions. The SUBREGION_DISABLE field specifies individual enables for the sub-regions within a region.
For example, a REGION_SIZE of “0x08” specifies a region size of 512 bytes. If the start address is 0x1000:5400 (512-byte
aligned), the region ranges from 0x1000:5400 to 0x1000:55ff. This region is partitioned into the following eight 64-byte
subregions:

subregion 0 from 0x1000:5400 to 0x1000:543f
subregion 1 from 0x1000:5440 to 0x1000:547f

subregion 7 from 0x1000:55c0 to 0x1000:55ff.

If the SUBREGION_DISABLE is 0x82 (bitfields 1 and 7 are ‘1°), subregions 1 and 7 are disabled; subregions 0, 2, 3, 4, 5, and
6 are enabled.

In addition, an ATT.ENABLED field specifies whether the region is enabled. Only enabled regions participate in the protection
“matching” process. Matching identifies if a bus transfer address is contained within an enabled subregion
(SUBREGION_DISABLE) of an enabled region (ENABLED).

Protection attributes: The protection attributes specify access control to the region (shared by all subregions within the
region). Access control is performed by comparing against a bus master's protection attributes of the bus master performing
the transfer. The following access control fields are supported:

m Control for read accesses in user mode (ATT.UR field).

Control for write accesses in user mode (ATT.UW field).
Control for execute accesses in user mode (ATT.UX field).
Control for read accesses in privileged mode (ATT.PR field).
Control for write accesses in privileged mode (ATT.PW field).
Control for execute accesses in privileged mode (ATT.PX field).
Control for secure access (ATT.NS field).

Control for individual protection contexts (ATT.PC_MASK][15:0], with MASK][0] always constant at 1). This protection
context control field is present only for the SMPU and PPU.

The execute and read access control attributes are orthogonal. Execute transfers are typically read transfers. To allow
execute and read transfers in user mode, both ATT.UR and ATT.UX must be set to ‘1’. To allow data and read transfers in user
mode, only ATT.UR must be set to “1’. In addition, the ATT.PC_MATCH control field is supported, which controls “matching”
and “access evaluation” processes. This control field is present only for the SMPU and PPU protection structures.

For example, only protection context 2 can access a specific address range. These accesses are restricted to read and write
secure accesses in privileged mode. The access control fields are programmed as follows:

ATT.UR is 0: read accesses in user mode not allowed.

ATT.UW is 0O: write accesses in user mode not allowed.

ATT.UX is 0: execute accesses in user mode not allowed.

ATT.PRis 1: read accesses in privileged mode allowed.

ATT.PW is 1: write accesses in privileged mode allowed.

ATT.PX is 0: execute accesses in privileged mode not allowed.

ATT.NS is 0: secure access required.

ATT.PC_MASK is 0x0005: protection context 1 and 3 accesses enabled (all other protection contexts are disabled).

ATT.PC_MATCH is 0: the PC_MASK field is used for access evaluation. Three separate access evaluation subprocesses
are distinguished:

o Asubprocess that evaluates the access based on read/write, execute, and user/privileged access attributes.
o A subprocess that evaluates the access based on the secure/non-secure attribute.

o Asubprocess that evaluates the access based on the protection context index (used only by the SMPU and PPU
when ATT.PC_MATCH is 0).
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If all access evaluations are successful, access is allowed. If any process evaluation is unsuccessful, access is not allowed.
Matching the bus transfer address and access evaluation of the bus transfer (based on access attributes) are two
independent processes:

m  Matching process. For each protection structure, the process identifies whether a transfer address is contained within the
address range. This identifies the “matching” regions.

m Access evaluation process. For each protection structure, the process evaluates the bus transfer access attributes
against the access control attributes.

A protection unit typically has multiple protection structures and evaluates the protection structures in decreasing order. The
first matching structure provides the access control attributes for the evaluation of the transfer's access attributes. In other
words, higher-indexed structures take precedence over lower-indexed structures.

The following pseudo code illustrates the process.
match = O;
for (i = n-1; i >= 0; 1--)// n: number of protection regions

if (Match (“transfer address”, “protection context”

“MMIO registers ADDR and ATT of protection structure 1)) {
match = 1; break;

3

I

if (match)
AccessEvaluate (“transfer access attributes”, “protection context”
“MMIO register ATT of protection structure i1”);
else
“access allowed”

Notes:

m If no protection structure provides a match, the access is allowed.

m If multiple protection structures provide a match, the access control attributes for the access evaluation are provided by
the protection structure with the highest index.

An example of using the PC_MATCH feature is as follows. Two SMPU structures are configured to protect the same address

range:

m Case 1: SMPU#2: PC = 3, PC_MATCH = 0 SMPU#1: PC =2, PC_MATCH =0

To access the master of protection context 2, SMPU#2 has the highest index and address match, but attributes do not
match; therefore, access is restricted. The SMPU#1 is not evaluated because the PC_MATCH is 0.

m Case 2: SMPU#2: PC = 3, PC_MATCH = 1 SMPU#1: PC =2, PC_MATCH =0

The SMPU#2 address matches but PC does not match and is skipped because PC_MATCH is 1. SMPU#1 is evaluated
and the address and attributes match; therefore, access is allowed.

As mentioned, the protection unit evaluates the protection structures in decreasing order. From a security requirements
perspective, this is of importance: a non-secure protection context must not be able to add protection structures that have a
higher index than the protection structures that provide secure access. The protection structure with a higher index can be
programmed to allow non-secure accesses. Therefore, in a secure system, the higher programmable protection structures
are protected to only allow restricted accesses
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9.4 Bus Master Protection Attributes

The protection structures set up the rules for different memory regions and their access attributes. The bus master’'s own

protection attributes are used by the protection units to regulate access, based on rules set by the protection structures. Not

all bus masters provide all protection attributes that are associated with a bus transfer. Some examples are:

m  None of the bus masters has a native protection context attribute. This must be set dynamically based on the task being
executed by the bus master.

m  The Arm Cortex M4 and Arm Cortex MO+ CPUs provide a user/privilege attribute, but do not provide a secure/non-secure
attribute natively. This must be set at a system level.

To ensure system-wide restricted access, missing attributes are provided by register fields. These fields may be set during the
boot process or by the secure CPU.

m The SMPU MS_CTL.PC_MASK][] and MPU MS_CTL.PC]] register fields provide protection context functionality.

m The SMPU MS_CTL.P register field provides the user/privileged attribute for those masters that do not provide their own
attribute.

m The SMPU MS_CTL.NS register provides the secure/non-secure attribute for those masters that do not provide their own
attribute.

m  Masters that do not provide an execute attribute have the execute attribute set to ‘0’.

The DMA controller channels inherit the access control attributes of the bus transfers that configured the DMA channel.
m  All the bus masters in the system have SMPU and MPU MS_CTL registers associated with them.

m The MPU MS_CTL.PC_SAVED field (and associated protection context O functionality, which is discussed later in the
chapter) is only present for the CM0+ master.

m The SMPU MS_CTL.P, MS_CTL.NS, and MS_CTL.PC_MASK fields are not present for the DMA. The bus transfer
attributes are provided through “inheritance”: the bus transfer attributes are from the master that owns the DMA channel
that initiated the bus transfer.

m The MPU MS_CTL register is not present for the DMA masters. The protection context (PC) bus transfer attribute is
provided through inheritance.

9.5 Protection Context

Each bus master has a MPU MS_CTL.PC[3:0] protection context field. This protection context is used as the protection
context attribute for all bus transfers that are initiated by the master. The SMPUs and PPUs allow or restrict bus transfers
based on the protection context attribute.

Multiple masters can share a protection context. For example, a CPU and a crypto controlled by the CPU may share a
protection context (the CPU and crypto PC][] fields are the same). Therefore, the CPU and crypto share the SMPU and PPU
access restrictions.

A bus master protection context is changed by reprogramming the master's PC[] field. Changing a protection context is

required for CPU bus masters that may transition between multiple tasks, each catering to different protection contexts. As

the protection context allows or restricts bus transfers, changes to the protection context should be controlled and should not

compromise security. Furthermore, changes to the protection context should incur limited CPU overhead to allow for frequent

protection context changes. Consider a case in which a CPU executes two software stacks with different protection contexts.

To this end, each bus master has an SMPU MS_CTL.PC_MASK][15:0] protection context mask field that identifies what

protection contexts can be programmed for the bus master:

m The protection context field MS_CTL.PC[3:0]. This register is controlled by the associated bus master and has the same
access restrictions as the bus master’'s MPU registers.

m  The protection context mask field MS_CTL.PC_MASK][15:0]. This register is controlled by the secure CPU and has the
same access restrictions as the SMPU registers.

The PC_MASK]] field is a “hot-one” field that specifies whether the PCJ] field can be programmed with a specific protection
context. Consider an attempt to program PCJ] to ‘3’

m If PC_MASK]3]is ‘1", PC[] is set to “3”.

m If PC_MASK][3]is ‘0", PC[] is not changed.
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9.6 Protection Context 0

Protection context 0 has dedicated functionality not available to the user. In a system that requires protection, a “root of trust”
must be established. In the PSoC 6 MCU, the Arm CM0+ CPU is intended to be used as the “secure CPU” that executes both
Cypress code and customer code.

m The Cypress code for the secure CPU, either in ROM or in flash, is considered trustworthy. The Cypress ROM code can
be considered as the root of trust, and is used to authenticate Cypress flash code. Cypress code can be used to provide
flash programming, secure provisioning, or other Cypress proprietary functionality.

m The customer code for the secure CPU is programmed in flash. Therefore, Cypress has no control over this code. It
cannot be assumed that this code is trustworthy and is not compromising Cypress-trusted code.

As both Cypress-trusted code and customer untrusted code are executed on the same CPU, the general protection scheme
based on master specific protection contexts, which is completely software-controlled, does not suffice to distinguish the two
different types of code. For example, a scheme that relies on separate protection contexts for the two different types of code
relies on cooperation, which is something that cannot be relied upon if the customer code is untrusted: nothing prevents
customer code from taking the protection context of Cypress code.

Hardware support is provided to control the secure CPU protection context. This support assigns special meaning to
protection context 0. Well-defined entry into Cypress-trusted code in ROM changes the protection context to 0. Protection
context 0 provides unlimited (unprotected) access to all memory regions and peripherals. The protection context is changed
to 0 under the following two conditions:

m A secure CPU reset. This results in the execution of the reset exception handler. The vector address is provided from
ROM address 0x0000:0004. As this is a ROM address, this address can be trusted. If the vector address is also in ROM,
the handler’s entry point can be trusted.

Note that after a secure CPU reset, all interrupts are disabled and CPU execution is deterministic (fully determined by the
reset exception handler).

m A secure CPU exception/interrupt handler entry. The handler vector address is provided by the vector table with base
address VECTOR_TABLE_BASE. After a secure CPU reset, this VECTOR_TABLE_BASE is 0x0000:00000 and the
handler vector address is related to this base. As this is a ROM address, this address can be trusted. However, the CPU
can relocate VECTOR_TABLE_BASE to an SRAM address for example, and the handler vector addresses can be
programmed to any value. The programmed value may result in customer-provided handler code. As a result, the
handler’s entry point cannot be trusted. Fortunately, it is possible to detect whether the vector address from the vector
table is different from a specific address. The protection context is only changed to 0 if the secure CPU vector handler
address is the same as the specific vector address CM0_PCO0_HANDLER. Note that the customer code can relocate the
vector table, but a change to protection context 0 requires that the vector address is not modified and still equal to
CMO_PCO_HANDLER.

Protection context 0 identifies Cypress-trusted code and provides unlimited access:

m The protection structures are not applied; no protection structure match will “hit” on a protection context 0 address. The
user/privileged and secure/non-secure transfer attributes have no protection functionality for protection context 0.

m Hardware changes the protection context to 0 and Cypress-trusted software is responsible for re-establishing the
protection context that applied before the Cypress-trusted code is entered. To this end, the secure CPU has two protection
context fields in its MS_CTL register (hardware changes both fields):

o APC[3:0] field, which specifies the current protection context.

o APC_SAVED[3:0] field, which specifies the protection context that applied when the protection context was changed
to 0.

The Cypress-trusted exception handler is responsible for updating the MS_PC field when leaving the Cypress-trusted code.
For all n, PROT_MPUn_MS CTL.PC and PROT_MPUn_MS CTL.PC_SAVED are set to ‘1’. Also for all n, bit 0 of
PROT_SMPU_MSn_CTL.PC_MASK is set to ‘1’ to allow PC to have a value of 1.

The Cypress-trusted exception handler is responsible for re-establishing the MS_PC field with the MS_PC_SAVED field when
leaving the Cypress-trusted code.
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9.7 Protection Structure

9.71 Protection Violation

If an MPU, SMPU, or PPU detects a not-allowed transfer, the bus transfer results in a bus error. The bus transfer does not
reach its target memory location or peripheral register. In addition, information on the violating bus transfer is communicated
to the fault report structure.

9.7.2 MPU

The MPUs are situated in the CPUSS and are associated to a single master. An MPU distinguishes user and privileged
accesses from a single bus master. However, the capability exists to perform access control on the secure/non-secure
attribute.

As an MPU is associated to a single master, the MPU protection structures do not provide protection context control
attributes.

Figure 9-3. MPU Functionality

Protection structures
are 32 B aligned

123
3] 2
Two MMIO registers AN § %
. \ (%]
per protection structure ' Y \ MPU protection :‘__) @ %
s ADDR o\ \ structures 2 22
LI B e e e e e I B B £ £3
=) Zuw MPU protection
& o @ structure 0 l l
o w <
a )
2 2° - fault
I T T T T O Y O N B L1 1@y MPU protection > autt_req
structure 1 €¢—— fault_ack
o ATT ° Memory —>» fault_data
L L e B I B i )
a | MPU protection pr?tt e:nt;,%n ///
5 ou No protection olx|z|e|x|z|e structure 2 unit ( )
2 Do context attributes === 2)P)1P
2 4 structures
TN T T T N N

The SMPU is situated in the CPUSS and is shared by all bus masters. The SMPU distinguishes between different protection
contexts and distinguishes secure from non-secure accesses. However, the capability exists to perform access control on the
user/privileged mode attribute.

Figure 9-4. SMPU Functionality
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Note that a single set of SMPU region structures provides the same protection information to all SMPUs in the systems.

PSoC 6 MCU: CY8C62x6, CY8C62x7 Architecture TRM, Document No. 002-20730 Rev. *J 78



o CYPRESS

9.7.4

EMBEDDED IN TOMORROW

PPU

Protection Units

m The PPUs are situated in the PERI block and are associated with a peripheral group (a group of peripherals with a shared
AHB-Lite bus infrastructure). A PPU is shared by all bus masters. The PPU distinguishes between different protection
contexts; it also distinguishes secure from non-secure accesses and user mode from privileged mode accesses.

Figure 9-5. PPU Functionality
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There are two types of PPU structures: fixed and programmable.

m The fixed PPU structures protect fixed areas of memory and hence a specific predetermined peripheral region. In other
words, the ADDR, SUBREGION_DISABLE, and REGION_SIZE fields are fixed for a specific device. Refer to the
registers TRM for a definition of fixed PPUs and the address regions they protect. Their protection attributes are
configurable. Fixed PPUs protect peripheral regions in three levels. The PPU_GR structures protect at the MMIO level.
The PPU_SL structures protect each slave in each MMIO. The PPU_RG structures protect each instance of a block in the
slave. For example, IPC channels in IPC are protected by PPU_RG structures while the entire IPC block is protected by
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PPU_SL register.

The programmable PPU structures can have
configurable protection attributes and address regions.
These are similar to SMPU structures but are intended
to be used with the peripheral register space. These
protection structures are typically used to protect
registers in a specific block, which are not covered by
the resolution of fixed PPU structures.

Note that the memory regions of the fixed master
structures, fixed slave structures, and programmable
master structures are fixed by hardware and are
mutually exclusive; that is, they do not overlap. The
memory regions of the programmable slave structure
are software-programmable and can potentially overlap.
Therefore, it is important to assign priority to the
protection structure matching process. The order in
which these are evaluated are as follows:

a0  The fixed master structures are evaluated in
decreasing order.

o The fixed slave structures are evaluated in decreas-
ing order.

o The programmable master structures are evaluated
in decreasing order.

o The programmable slave structures are evaluated in
decreasing order.

The programmable slave structures are evaluated last.

These structures are software-programmable and can

potentially overlap (overlapping should not allow

software to circumvent the protection as provided by the
fixed protection structure pairs).

Each peripheral group has a dedicated PPU. The
protection information is provided by peripheral group
MMIO registers. A peripheral group PPU uses fixed
protection structure pairs for two purposes.

o Fixed protection structure pairs protect peripherals
(one pair for each peripheral). The master structure
protects the MMIO registers of the pair (the memory
region encompasses the MMIO registers of the pair's
master structure and slave structure). The slave
structure protects the peripheral (the memory region
encompasses the peripheral address region).

0 Fixed protection structure pairs protect specific
peripheral subregions (one pair for each subregion).
The master structure protects the MMIO registers of
the pair. The slave structure protects the peripheral
subregion. These pairs can be used to protect, for
example, individual DW channels in the DW periph-
eral or individual IPC structures in the IPC periph-
eral.

Note that the memory regions of the fixed peripheral
master structures, fixed peripheral slave structures, and
fixed peripheral subregion master structures are fixed by
hardware and are mutually exclusive; that is, they do not
overlap. The memory regions of the fixed peripheral
subregion slave structures are fixed by hardware and
typically are a subset of a peripheral address region, and
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therefore overlap with a fixed peripheral slave structure.
Therefore, it is important to assign priority to how the
protection structure matching process:

a The fixed peripheral subregion master structures are
evaluated in decreasing order.

o The fixed peripheral subregion slave structures are
evaluated in decreasing order.

o The fixed peripheral master structures are evaluated
in decreasing order.

o The fixed peripheral slave structures are evaluated in
decreasing order.

It is important to evaluate the fixed peripheral subregion
master structures first. This allows software to assign
different protection for a subregion of a peripheral.

975 Protection of Protection Structures

The MPU, SMPU, and PPU-based protection architecture is
consistent and provides the flexibility to implement different
system-wide protection schemes. Protection structures can
be set once at boot time or can be changed dynamically
during device execution. For example, a CPU RTOS can
change the CPU’s MPU settings; a secure CPU can change
the SMPU and PPUs settings. But such a system will be left
insecure if there is no way to protect the protection
structures themselves. There must be a way to restrict
access to the protection structures.

The protection of protection structures is achieved using
another protection structure. For this reason, protection
structures are defined in pairs of master and slave. We refer
to the slave and master protection structures as a protection
pair. Note that the address range of the master protection
structure is known, that is, it is constant.

The first (slave) protection structure protects the resource
and the second (master) protection structure protects the
protection (address range of the second protection structure
includes both the master and slave protection structures).

The protection architecture is flexible enough to allow for
variations:

m Exclusive peripheral ownership can be shared by more
than two protection contexts.

m The ability to change ownership is under control of a
single protection context, and exclusive or non-exclusive
peripheral ownership is shared by multiple protection
contexts.

Note that in secure systems, typically a single secure CPU
is used. In these systems, the ability to change ownership is
assigned to the secure CPU at boot time and not
dynamically changed. Therefore, you must assign the
secure CPU its own, dedicated protection context.

Both PPU and SMPU is intended to distinguish between
different protection contexts and to distinguish secure from
non-secure accesses. Therefore, both PPU and SMPU
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protection use protection structure pairs. In the SMPU, the
slave protection structure provides SMPU protection
information and the master protection structure provides
PPU protection information (the master and slave protection
structures are registers).
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9.7.6

Different protection structure types are used because some
resources, such as peripheral registers, have a fixed
address range. Protection of protection structures requires
pairs of neighboring protection structures.

Protection Structure Types

Three types of protection structures with a consistent
register interface are described here:

m  Programmable protection structures. These are 32-byte
protection structures with a programmable address
range. These structures are used by the MPUs.

m Fixed protection structure pairs. These are 64-byte
master/slave protection structure pairs, consisting of two
32-byte protection structures. These structures are used
by the PPUs. Both structures have a fixed, constant
address region. The master structure has the UX and PX
attributes as constant ‘0’ (execution is never allowed)
and the UR and PR attributes as constant ‘1’ (reading is
always allowed). The slave structure has the UX and PX
attributes as constant ‘1°.

m Programmable protection structure pairs. These are 64-
byte master/slave protection structure pairs, consisting
of two 32-byte protection structures. These structures
are used by the PPU and SMPU. The master structure
has a fixed, constant address region. The slave structure

Protection Units

has a programmable address region. The master
structure has the UX and PX attributes as constant ‘0’
(execution is never allowed) and the UR and PR
attributes as constant ‘1’ (reading is always allowed).
The PPU slave structure has the UX and PX attributes
as constant ‘1. The SMPU slave structure has
programmable UX and PX attributes.

Note that the master protection structure in a protection
structure pair is required only to address security
requirements. The distinction between the three protection
structure types is an implementation optimization. From an
architectural perspective, all PPU protection structures are
the same, with the exception that for some protection
structures the address range is fixed and not programmable.

As mentioned earlier, a protection unit evaluates the
protection regions in decreasing protection structure index
order. The protection structures are evaluated in the
following order:

m Fixed protection structures for specific peripherals or
peripheral register address ranges.

m Programmable protection structures.

In other words, fixed structures take precedence over
programmable structures.
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Figure 9-6. Fixed Protection Structure Pair
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Figure 9-7. Programmable Protection Structure Pair
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Note: By default, both CPUs (CMO+ and CM4) are in protection context 0 when they come out of reset. In protection context
0, the master is able to access all memory regardless of its protection settings. The master’s protection context will need to be
changed from protection context 0 to make any protection structure configuration effective. Multiple protection structures may
be preconfigured as part of the boot code, which sets up a secure environment at boot time. See the Boot Code chapter on
page 173 for details of these configurations.
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This PSoC 6 MCU technical reference manual (TRM) provides comprehensive and detailed information about the
functions of the PSoC 6 MCU device hardware. It is divided into two books: architecture TRM and registers TRM. The
TRM is not recommended for those new to the PSoC 6 MCU, nor as a guide for developing PSoC 6 MCU applications.
Use these documents instead:

m Device datasheet

m Peripheral Driver Library (PDL) documentation
m Application notes
[

Code examples

The DMA transfers data to and from memory, peripherals, and registers. These transfers occur independent from the CPU.
The DMA can be configured to perform multiple independent data transfers. All data transfers are managed by a channel.
There can be up to 32 channels in the DMA. The number of channels in the DMA controller can vary with devices. Refer to
the device datasheet for the number of channels supported in the device. A channel has an associated priority; channels are
arbitrated according to their priority.

10.1 Features

The DMA controller has the following features:

Supports up to 32 channels per DMA controller; see the device datasheet for details
Supports multiple DMA controller instances in a device

Four levels of priority for each channel

Descriptors are defined in memory and referenced to the respective channels
Supports single, 1D, or 2D transfer modes for a descriptor

Supports transfer of up to 65536 data elements per descriptor

Configurable source and destination address increments

Supports 8-bit, 16-bit, and 32-bit data widths at both source and destination
Configurable input trigger behavior for each descriptor

Configurable interrupt generation in each descriptor

Configurable output trigger generation for each descriptor

Descriptors can be chained to other descriptors in memory
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10.2 Architecture

DMA Controller

Figure 10-1. DMA Controller
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A data transfer is initiated by an input trigger. This trigger
may originate from the source peripheral of the transfer, the
destination peripheral of the transfer, CPU software, or from
another  peripheral.  Triggers provide Active/Sleep
functionality and are not available in Deep Sleep and
Hibernate power modes.

The data transfer details are specified by a descriptor.
Among other things, this descriptor specifies:

m The source and destination address locations and the
size of the transfer.

m The actions of a channel; for example, generation of
output triggers and interrupts. See the Interrupts chapter
on page 55 for more details.

m Data transfer types can be single, 1D, or 2D as defined
in the descriptor structure. These types define the
address sequences generated for source and
destination. 1D and 2D transfers are used for “scatter
gather” and other useful transfer operations.

10.3

The DMA controller supports multiple independent data
transfers that are managed by a channel. Each channel

Channels

Table 10-1. Channel States

1L

Descriptors

Memory

connects to a specific system trigger through a trigger
multiplexer that is outside the DMA controller.

Channel priority: A channel is assigned a priority
(CHi_CTL.PRIO) between 0 and 3, with 0 being the highest
priority and 3 being the lowest priority. Channels with the
same priority constitute a priority group. Priority decoding
determines the highest priority pending channel, which is
determined as follows.

m  The highest priority group with pending channels is
identified first.

m  Within this priority group, round-robin arbitration is
applied.

Channel state: At any given time, one channel actively
performs a data transfer. This channel is called the active
channel. A channel can be in one of four channel states.
The active channel in a DW controller can be determined by
reading the DWx_STATUS[ACTIVE] and
DWx.STATUS[CH_IDX].

Pending state of a channel is determined by reading the
DW_CH_STRUCT_CH_STATUS[PENDING] associated
with that channel. If a channel is enabled and is not in the
Pending or Active state, then it is considered blocked.

Channel State Description
Disabled The channel is disabled by setting CHi_CTL.ENABLED to ‘0’. The channel trigger is ignored in this state.
Blocked The channel is enabled and is waiting for a trigger to initiate a data transfer.
. The channel is enabled and has received an active trigger. In this state, the channel is ready to initiate a data transfer but
Pending o .
waiting for it to be scheduled.
. The channel is enabled, has received an active trigger and has been scheduled. It is actively performing data transfers. If
Active . . . . ) .
there are multiple channels pending, the highest priority pending channel is scheduled.
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The data transfer associated with a trigger is made up of
one or more ‘atomic transfers’ or ‘single transfers’; see
Table 10-2 for a better understanding. A single trigger could
be configured to transfer multiple “single transfers”.

A channel can be marked preemptable
(CHi_CTL.PREEMPTABLE). If preemptable, and there is a
higher priority pending channel, then that higher priority
channel can preempt the current channel between single
transfers. If a channel is preempted, the existing single
transfer is completed; the current channel goes to pending
state and the higher priority channel is serviced. On
completion of the higher priority channel's transfer, the
pending channel is resumed. Note that preemption has an
impact on the data transfer rates of the channel being
preempted. Refer to “DMA Performance” on page 93 for
these performance implications.

A channel has two access control attributes that are used by
the shared memory protection units (SMPUs) and peripheral
protection units (PPUs) for access control. These fields are
typically inherited from the master that modified the
channel’s control register.

m  The Privileged Mode (CHi_CTL.P) attribute can be set to
privileged or user.

m  The Non-secure (CHi_CTL.NS) attribute can be set to
secure or non-secure.

A descriptor associated with each channel describes the
data transfer. The descriptor is stored in memory and
CHi_ CURR_PTR provides the descriptor address
associated with channel “i” and Chi_IDX provides the
current X and Y indices into the descriptor.

A channel's descriptor state is encoded as part of the
channel’s register state. The following registers provide a
channel’s descriptor state:

m  CH_CTL. This register provides generic channel control
information.

m CH_CURR_PTR. This register provides the address of
the memory location where the current descriptor is
located. The user firmware must initialize this register. If
the descriptors are chained, the DMA hardware
automatically sets this register to the next descriptor
pointer.

m  CH_IDX. This register provides the current X and Y
indices of the channel into the current descriptor. User
firmware must initialize this register. DMA hardware sets
the X and Y indices to 0, when advancing from the
current descriptor to the next descriptor in a descriptor
list.

Note that channel state is retained in Deep Sleep power
mode.

10.3.1

Every DMA channel has an interrupt line associated with it.
The INTR_TYPE parameter in the descriptor determines the

Channel Interrupts

DMA Controller

event that will trigger the interrupt for the channel. In
addition each DMA channel has INTR, INTR_SET,
INTR_MASK, and INTR_MASKED registers to control their
respective interrupt lines. INTR_MASK can be used to mask
the interrupt from the DMA channel. The INTR and
INTR_SET can be used to clear and set the interrupt,
respectively, for debug purposes.

The DW_CH_STRUCT_CH_STATUS[INTR_CAUSE] field
provides the user a means to determine the cause of the
interrupt being generated. The following are different values
for this register:

m  0: No interrupt generated

m 1: Interrupt based on transfer completion configured
based on INTR_TYPE field in the descriptor

2: Source bus error

3: Destination bus error

4: Misaligned source address

5: Misaligned destination address

6: Current descriptor pointer is null
7: Active channel is in disabled state

8: Descriptor bus error
m  9-15: Not used.

For error related interrupt causes (INTR_CAUSE is 2, 3,...,
8), the channel is disabled (hardware sets
CH_CTL.ENABLED to ‘0’).

The bus errors are typically caused by incompatible
accesses to the addresses in question. This may be due to
those addresses being protected or having read or write
restrictions. Source and destination bus errors can also
occur due to mismatch in data sizes (see “Transfer Size” on
page 91).
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DMA Controller

10.4 Descriptors

The data transfer between a source and destination in a channel is configured using a descriptor. Descriptors are stored in
memory. The descriptor pointer is specified in the DMA channel registers. The DMA controller does not modify the descriptor
and treats it as read only. A descriptor is a set of up to six 32-bit registers that contain the configuration for the transfer in the
associated channel. There are three types of descriptors.

Table 10-2. Descriptor Types

Descriptor Type

Description

Single transfer

Transfers a single data element

1D transfer

Performs a one-dimensional “for loop”. This transfer is made up of X number of single transfers

A > B
Atl | ——————» B+l
A+2 »  B+2

2D transfer

Performs a two-dimensional “for loop”. This transfer is made up of Y number of 1D transfers

* A - B
1°' 1D transfer A+t > B+1
A+2 - B+2
] ]
| |
1 1
A+X-1 »  B+X-1
— A+X > B+X
A+X+1 > B+X+1
2" 1D transfer A¥X+2 > B+X+2
| |
| [ A*+2X-1 B+2X-1

Y™ 1D transfer I I
I I

Single Transfer:

The following pseudo code illustrates a single transfer.

// DST_ADDR is a pointer to an object of type defined by DST_TRANSFER_SIZE
// SRC_ADDR is a pointer to an object of type defined by SRC_TRANSFER_SIZE
// t_DATA SIZE is the type associated with the DATA_SIZE

DST_ADDR[0] = (t_DATA_SIZE) SRC_ADDR[O0];

1D Transfer:

The following pseudo code illustrates a 1D transfer. Note that the 1D transfer is represented by a loop with each iteration

executing a single transfer.

// DST_ADDR is a pointer to an object of type defined by DST_TRANSFER_SIZE
// SRC_ADDR is a pointer to an object of type defined by SRC_TRANSFER_SIZE
// t_DATA _SIZE is the type associated with the DATA_SIZE
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for (X_IDX = 0; X_IDX <= X_COUNT; X_IDX++) {
DST_ADDR[X_IDX * DST_X_INCR] =

DMA Controller

(t_DATA_SIZE) SRC_ADDR[X_IDX * SRC_X_INCR];:

}

2D Transfer:

The following pseudo code illustrates a 2D transfer. Note that the 2D transfer is represented by a loop with each iteration

executing an inner loop, which is the 1D transfer.

// DST_ADDR is a pointer to an object of type defined by DST_TRANSFER_SIZE
// SRC_ADDR is a pointer to an object of type defined by SRC_TRANSFER_SIZE
// t_DATA SIZE is the type associated with the DATA_SIZE

for (Y_IDX = 0; Y_IDX <= Y_COUNT; Y_IDX++) {

for (X_IDX = 0; X_IDX <= X_COUNT; X_IDX++) {
DST_ADDR[X_IDX * DST_X_INCR + Y_IDX * DST_Y_INCR ] =
(t_DATA_SIZE) SRC_ADDR[X_IDX * SRC_X_INCR + Y_IDX * SRC_Y_INCR];

}
}

The parameters in the descriptor help configure the different aspects of the transfers explained.

Figure 10-2 shows the structure of a descriptor.

Figure 10-2. Descriptor Structure
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10.4.1

Source and Destination Address: The source and
destination addresses are set in the respective registers in
the descriptor. These set the base addresses for the source
and destination location for the transfer. In case the
descriptor is configured to transfer a single element, this
field holds the source/destination address of the data
element. If the descriptor is configured to transfer multiple
elements with source address or destination address or both
in an incremental mode, this field will hold the address of the
first element that is transferred.

DESCR_TYPE: This field configures whether the descriptor
has a single, 1D, or 2D type.

Address Configuration

Trigger input type, TR_IN_TYPE: This field determines
how the DMA engine responds to input trigger signal. This
field can be configured for one of the following modes:

m Type 0: A trigger results in execution of a single transfer.
Regardless of the DESCR_TYPE setting, a trigger input
will trigger only a single element transfer. For example,
in a 1D transfer, the DMA will transfer only one data
element in every trigger.

m  Type 1: A trigger results in the execution of a single 1D
transfer. If the DESCR_TYPE was set to single transfer,
the trigger signal will trigger the single transfer specified
by the descriptor. For a DESCR_TYPE set to 1D
transfer, the trigger signal will trigger the entire 1D
transfer configured in the descriptor. For a 2D transfer,
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the trigger signal will trigger only a single iteration of the
Y loop transfer.

m Type 2: A trigger results in execution of the current
descriptor. Regardless of DESCR_TYPE, the trigger will
execute the entire descriptor. If there was a next
descriptor configured for the current descriptor, this
trigger setting will not automatically trigger the next
descriptor.

m Type 3: A trigger results in execution of the current
descriptor and also triggering the next descriptor. The
execution of the next descriptor from this point will be
determined by the TR_IN_TYPE setting of the next
descriptor.

Trigger out type, TR_OUT_TYPE: This field determines
what completion event will generate the output trigger
signal. This field can be configured to one of the following
modes:

m Type 0: Generates a trigger output for completion of
every single element transfer.

m Type 1: Generates a trigger output for completion of a
1D transfer

m  Type 2: Generates a trigger output for completion of the
current descriptor. This trigger output is generated
independent of the state of the DESCR_NEXT_PTR.

m  Type 3: Generates a trigger output on completion of the
current descriptor, when the current descriptor is the last
descriptor in the descriptor chain. This means a trigger is
generated when the descriptor execution is complete
and the DESCR_NEXT_PTRis ‘0’.

Interrupt Type, INTR_TYPE: This field determines which
completion event will generate the output interrupt signal.
This field can be configured to one of the following modes:

m  Type 0: Generates an interrupt output for completion of
every single element transfer.

m Type 1: Generates an interrupt output for completion of a
1-D transfer.

m Type 2: Generates an interrupt output for completion of
the current descriptor. This interrupt output is generated
independent of the state of the DESCR_NEXT_PTR.

m Type 3: Generates an interrupt output on completion of
the current descriptor, when the current descriptor is the
last descriptor in the descriptor chain. This means an
interrupt is generated when the descriptor execution is
complete and the DESCR_NEXT_PTR is ‘0’.

WAIT_FOR_DEACT: When the DMA transfer based on the
TR_IN_TYPE is completed, the data transfer engine checks
the state of trigger deactivation. The data transfer on the
second trigger is initiated only after deactivation of the first.
The WAIT_FOR_DEACT parameter will determine when the
trigger signal is considered deactivated. The first DMA
transfer is activated when the trigger is activated, but the
transfer is not considered complete until the trigger is
deactivated. This field is used to synchronize the controller’s

DMA Controller

data transfers with the agent that generated the trigger. This
field has four settings:

m 0 — Pulse Trigger: Do not wait for deactivation. When a
trigger is detected, the ftransfer is initiated. After
completing the transfer, if the trigger is still active then it
is considered as another trigger and the subsequent
transfer is initiated immediately.

m 1 - Level-sensitive waits four slow clock cycles after the
transfer to consider as a deactivation. When a trigger is
detected, the transfer is initiated. After completing the
transfer, if the trigger is still active then it is considered
as another trigger after waiting for four cycles. Then, a
subsequent transfer is initiated. The transfer
corresponding to the trigger is considered complete only
at the end of the four additional cycles. Even trigger
output events will be affected based on this delay. This
parameter adds a four-cycle delay in each trigger
transaction and hence affects throughput.

m 2 — Level-sensitive waits 16 slow clock cycles after the
transfer to consider as a deactivation. When a trigger is
detected, the transfer is initiated. After completing the
transfer, if the trigger is still active then it is considered
as another trigger after waiting for 16 cycles. Then, a
subsequent transfer is initiated. The transfer
corresponding to the trigger is considered complete only
at the end of the 16 additional cycles. Even trigger
output events will be affected based on this delay. This
parameter adds a 16-cycle delay in each trigger
transaction and hence affects throughput.

m 3 — Pulse trigger waits indefinitely for deactivation. The
DMA transfer is initiated after the trigger signal
deactivates. The next transfer is initiated only if the
trigger goes low and then high again. A trigger signal
that remains active or does not transition to zero
between two transaction will simply stall the DMA
channel.

The WAIT_FOR_DEACT field is used in a system to
cater to delayed response of other parts of the system to
actions of the DMA. Consider an example of a TX FIFO
that has a trigger going to the DMA when its not full.
Free space in FIFO will trigger a DMA transfer to the
FIFO, which in turn will deactivate the trigger. However,
there can be a delay in this deactivation by the agent,
which may cause the DMA to have initiated another
transfer that can cause a FIFO overflow. This can be
avoided by using the four or 16 clock cycle delays.

X Count: This field determines the number of single
element transfers present in the X loop (inner loop). This
field is valid when the DESCR_TYPE is set to 1D or 2D
transfer.

Source Address Increment (X loop) (SCR_X_INCR): This
field configures the index by which the source address is to
be incremented for every iteration in an X loop. The field is
expressed in multiples of SRC_TRANSFER_SIZE. This field
is a signed number and hence may be decrementing or
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incrementing. If the source address does not need to be
incremented, you can set this parameter to zero.

Destination Address Increment (X loop) (DST_X_INCR):
This field configures the index by which the destination
address is to be incremented, for every iteration in an X
loop. The field is expressed in multiples of
DST_TRANSFER_SIZE. This field is a signed number and
hence may be decrementing or incrementing. If the
destination address does not need to be incremented, you
can set this parameter to zero.

Y Count: This field determines the number of 1-D transfers
present in the Y loop (outer loop). This field is valid when the
DESCR_TYPE is set to 2-D transfer.

Source Address Increment (Y loop) (SCR_Y_INCR): This
field configures the index by which the source address is to
be incremented, for every iteration in a Y loop. The field is
expressed in multiples of SRC_TRANSFER_SIZE. This field
is a signed number and hence may be decrementing or
incrementing. If the source address does not need to be
incremented, you can set this parameter to zero.

Destination Address Increment (X loop) (DST_Y_INCR):
This field configures the index by which the destination
address is to be incremented, for every iteration in a 'Y loop.
The field is expressed in multiples of
DST_TRANSFER_SIZE. This field is a signed number and
hence may be decrementing or incrementing. If the
destination address does not need to be incremented, you
can set this parameter to zero.

Channel Disable (CH_DISABLE): This field specifies
whether the channel is disabled or not after completion of
the current descriptor (independent of the value of the

Table 10-3. Transfer Size Settings

DMA Controller

DESCR_NEXT_PTR). A disabled channel will ignore its
input triggers.

10.4.2

The word width for a transfer can be configured using the
transfer/data size parameter in the descriptor. The settings
are diversified into source transfer size, destination transfer
size, and data size. The data size parameter (DATA_SIZE)
sets the width of the bus for the transfer. The source and
destination transfer sizes set by SCR_TRANSFER_SIZE
and DST_TRANSFER_SIZE can have a value either the
DATA_SIZE or 32 bit. DATA_SIZE can have a 32-bit, 16-bit,
or 8-bit setting.

Transfer Size

The source and destination transfer size for the DMA must
match the addressable width of the source and destination,
regardless of the width of data that must be moved. The
DATA_SIZE parameter will correspond to the width of the
actual data. For example, if a 16-bit PWM is used as a
destination for DMA data, the DST_TRANSFER_SIZE must
be set to 32 bit to match the width of the PWM register,
because the peripheral register width for the TCPWM block
(and most PSoC 6 MCU peripherals) is always 32-bit wide.
However, in this example the DATA_SIZE for the destination
may still be set to 16 bit because the 16-bit PWM only uses
two bytes of data. SRAM and Flash are 8-bit, 16-bit, or 32-
bit addressable and can use any source and destination
transfer sizes to match the needs of the application.

Table 10-3 summarizes the possible combinations of the
transfer size settings and its description.

SCR_TRANSFER_ | DST_TRANSFER_ . o

DATA_SIZE SIZE SIZE Typical Usage Description
8-bit 8-bit 8-bit Memory to Memory No data manipulation
8-bit 32-bit 8-bit Peripheral to Memory Higher 24 bits from the source dropped
8-bit 8-bit 32-bit Memory to Peripheral Higher 24 bits zero padded at destination

L i L . . Higher 24 bits from the source dropped and
8-bit 32-bit 32-bit Peripheral to Peripheral higher 24 bits zero padded at destination
16-bit 16-bit 16-bit Memory to Memory No data manipulation
16-bit 32-bit 16-bit Peripheral to Memory Higher 16 bits from the source dropped
16-bit 16-bit 32-bit Memory to Peripheral Higher 16 bits zero padded at destination

o " L . . Higher 16 bits from the source dropped and

16-bit 32-bit 32-bit Peripheral to Peripheral higher 16-bit zero padded at destination
32-bit 32-bit 32-bit Peripheral to Peripheral No data manipulation
10.4.3  Descriptor Chaining

Descriptors can be chained together. The DESCR_NEXT_PTR field contains a pointer to the next descriptor in the chain. A
channel executes the next descriptor in the chain when it completes executing the current descriptor. The last descriptor in
the chain has DESCR_NEXT_PTR set to ‘0’ (NULL pointer). A descriptor chain is also referred to as a descriptor list. It is
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possible to have a circular list; in a circular list, the execution continues indefinitely until there is an error or the channel or the

controller is disabled by user code.

10.5 DMA Controller

Figure 10-3. DMA Controller Overview
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10.5.1  Trigger Selection

Trigger signals can be generated from different sections of
the chips. A trigger multiplexer block helps route these
trigger signals to the destination. The DMA is one such
destination of triggers. The trigger multiplexer block is
outside the DMA block and is discussed in the Trigger
Multiplexer Block chapter on page 273.

10.5.2  Pending Triggers

Pending triggers keep track of activated triggers by locally
storing them in pending bits. This is essential because
multiple channel triggers may be activated simultaneously,
whereas only one channel can be served by the data
transfer engine at a time. This component enables the use
of both level-sensitive (high/‘1’) and pulse-sensitive (two
high/*1’ clk_slow cycles) triggers.

m Level-sensitive triggers are associated with a certain
state, for example, a FIFO being full. These triggers
remain active as long as the state is maintained. It is not
required to track pending level-sensitive triggers in the
DMA controller because the triggers are maintained
outside the controller.

m Pulse-sensitive triggers are associated with a certain
event, for example, an ADC sample has become
available. It is essential to track these triggers in the
DMA controller because the trigger pulse may disappear
before it is served by the data transfer engine. Pulse
triggers should be high/1’ for two clk_slow cycles.

The priority decoder determines the highest priority
pending channel.

1L

Descriptors

Memory

The data transfer engine is responsible for the data
transfer from a source location to a destination location.
When idle, the data transfer engine is ready to accept the
highest priority activated channel. It is also responsible for
reading the channel descriptor from memory.

Master I/F is an AHB-Lite bus master that allows the DMA
controller to initiate AHB-Lite data transfers to the source
and destination locations as well as to read the descriptor
from memory.

Slave I/F is an AHB-Lite bus slave that allows the main CPU
to access DMA controller control/status registers.

10.5.3  Output Triggers

Each channel has an output trigger. This trigger is high for
two slow clock cycles. The trigger is generated on the
completion of a data transfer. At the system level, these
output triggers can be connected to the trigger multiplexer
component. This connection allows a DMA controller output
trigger to be connected to a DMA controller input trigger. In
other words, the completion of a transfer in one channel can
activate another channel or even reactivate the same
channel.

DMA output triggers also connect to digital system
interconnects (DSI) and some DSI signals connect to the
trigger multiplexer inputs. Trigger outputs routing to other
DMA channels or other peripheral trigger inputs is achieved
using the trigger multiplexer. Refer to the Trigger Multiplexer
Block chapter on page 273.
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10.5.4  Status registers

The controller status register (DWx_STATUS) contains the
following information.

m  ACTIVE - Active channel present, yes/no.

P — Active channel's access control user/privileged

NS — Active channel's access control secure/non-secure

CH_IDX — Active channel index if there is an active
channel

PRIO — Active channel priority
PREEMPTABLE — Active channel pre-emptable or not

STATE - State of the DW controller state machine. The
following states are specified:

0 Default/inactive state

o Loading descriptor: This state is when the controller
has recognized the channel that was triggered and
become active and is now loading its respective
descriptor.

o Loading data element: Reading data from source
address

Table 10-4. DMA Steps and Performance

DMA Controller

a Storing data element: Writing data into the destina-
tion address

o Update of active channel control information
a  Waiting for input trigger deactivation

10.5.5 DMA Performance

The DMA block works on the clk_slow domain and hence all
clocks described in this section are in clk_slow units.

Every time a DMA channel is triggered the DMA hardware
goes through the following steps:

m Trigger synchronization

m Detection, priority decoding, and making channel
pending

Start state machine and load channel configuration
Load DMA descriptor

Load next DMA descriptor pointer

m  Moving first element of data from source to destination.

Each of these steps involve multiple cycles for completion.
Table 10-4 shows the number of cycles needed for each
step.

Operation Cycles
Trigger Synchronization 2
Detection, priority decoding and making channel pending 1
Start state machine and load channel config 3

Load descriptors

4 for single transfer
5 for 1-D transfer
6 for 2-D transfer

Load next pointer

1

Moving data from source to destination

3

Total

14 for single transfer

For subsequent transfers on a preloaded descriptor, cycles are needed only to move the data from source to destination.
Therefore, transfers such as 1-D and 2-D, which are not preempted, incurs all the cycles only for the first transfer; subsequent
transfers will cost three cycles.

Based on the configuration of TRIG_IN_TYPE, the trigger synchronization cycles may be incurred for each single element
transfer or for each 1-D transfer.

The descriptor is four words long for a single transfer type, five words for 1-D transfer, and six words for a 2-D transfer. Hence,
the number of cycles needed to fetch a descriptor will vary based on its type.

Another factor to note is the latency in data or descriptor fetch due to wait states or bus latency.

The DMA performance for different types of transfers can be summarized as follows.
m Single transfer

o 14 cycles per transfer + latency due to wait states or bus latency
m 1D transfer

a1 To transfer n data elements

Number of cycles =12+ n*3 +m
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m is the total number of wait states seen by DMA while loading or storing descriptors or data. An additional cycle is
required for the first transfer, to load the X-Loop configuration register.

2D transfer
a  If the 2 D transfer is transferring n elements then
Number of cycles =13 +n*3 +m

m is total number of wait states seen by DMA while loading or storing descriptors or data. Two additional cycles are
required for the first transfer, to load the X-loop and Y-Loop configuration register.

Note: Descriptors in memory and memory wait states will also affect the descriptor load delay.

Wait states: Memory accesses can have a wait state associated with them. These wait states need to be accounted into
the calculation of throughput.

Channel arbitration: Some time channels are not immediately made active after reception of trigger. This is due to other
active channels in the system. This can lead to multiple cycles being lost before the channel is even made active.

Preemption: The choice of making a DMA channel preemptable impacts its performance. This is because every time a
channel is prempted:

o The channel is in a pending state for as long as the higher priority channel is running

o On resumption, the channel descriptor needs to be fetched again. This is additional cycles for every resume. So if
there are a large number of high-priority channels, making a low-priority channel preemptible can have adverse effects
on its throughput. On the other hand, if there is a low-priority channel that is transferring a large amount of data, then
not making it preemptable can starve other high-priority channels for too long.

Sometimes, users can also distribute channels across multiple DW blocks to avoid conditions of preemption and deal with
the contention at the bus arbitration level.

Bus arbitration: Several bus masters access the bus, including the CPU cores and multiple DMA (DW) and DMAC. This
makes any access to data movement over the bus subject to arbitration with other masters. Actions such as fetching the
descriptor or data can be stalled by arbitration. The arbitration of the bus is based on the arbitration scheme configured in
PROT_SMPU_MSx_CTL[PRIO]

Transfer width: The width of the transfer configured by the Data_size parameter in the descriptor is important in the
transfer throughput calculation. 32-bit transfers are four times faster than 8-bit transfers.
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This PSoC 6 MCU technical reference manual (TRM) provides comprehensive and detailed information about the
functions of the PSoC 6 MCU device hardware. It is divided into two books: architecture TRM and registers TRM. The
TRM is not recommended for those new to the PSoC 6 MCU, nor as a guide for developing PSoC 6 MCU applications.
Use these documents instead:

m Device datasheet

m Peripheral Driver Library (PDL) documentation
m Application notes
[

Code examples

The Cryptographic block (Crypto) provides hardware implementation and acceleration of cryptographic functions.
Implementation in hardware takes less time and energy than the equivalent firmware implementation. In addition, the block
provides True Random Number generation functionality in silicon, which is not available in firmware.

111 Features

Advanced encryption standard (AES)

Data Encryption and Triple Data Encryption Standards (DES, TDES)
Secure Hash Algorithm (SHA)

Cyclic redundancy checking (CRC)

Pseudo random number generator (PRNG)

True random number generator (TRNG)

Vector unit (VU) to support asymmetric key cryptography, such as RSA and ECC.
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Architecture

Cryptographic Function Block (Crypto)

The following figure gives an overview of the cryptographic block.

Figure 11-1. Crypto Block Diagram
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The crypto block has the following interfaces:

An AHB-Lite slave interface connects the block to the
AHB-Lite infrastructure. This interface supports 8/16/32-
bit AHB-Lite transfers. MMIO register accesses are 32-
bit only. Memory buffer accesses can be 8/16/32-bit.

An AHB-Lite master interface connects the block to the
AHB-Lite infrastructure. This interface supports 8/16/32-
bit AHB-Lite transfers. The interface enables the crypto
block to access operation operand data from system
memories, such as Flash or SRAM.

A single interrupt signal “interrupt” is used to signal the
completion of an operation.

A clock signal “clk_sys” interface connects to the SRSS.

The block has the following components:

An AHB-Lite slave interface.
An AHB-Lite master interface.

A component that contains MMIO control and status
registers.

A memory buffer, for internal operation operand data.

A memory interface that directs operation operand data
requests to either the block internal memory buffer or to
the AHB-Lite master interface.

An instruction controller component that decodes
instructions from an instruction FIFO. The controller
issues the instructions to the function specific
components.

m  Cryptographic function specific components.

The following sections explain each component in detail.

11.3 Instruction Controller

The instruction controller consists of an instruction FIFO, an

instruction decoder, and a general-purpose register file.

m The instruction FIFO is software-programmable through
MMIO registers that are accessed through the AHB-Lite
slave interface. Software writes instructions and
instruction operand data to the instruction FIFO. The
FIFO consists of eight 32-bit FIFO entries.

m The instruction decoder decodes the instructions (and
the associated instruction operand data) from the
instruction FIFO. The instruction decoder issues the
decoded instruction to a specific functional component.
The functional component is responsible for instruction
execution.

m The general-purpose register file consists of sixteen 32-
bit registers. An instruction specifies the specific use of
register-file registers. Registers are used to specify
instruction operand data, such as memory locations (for
example, for DES, AES, and SHA instructions) or
immediate data operations (for example, for vector unit
instructions).
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11.3.1

An instruction consists of a sequence of one, two, or three
instruction words. Most instructions are encoded by a single
instruction word.

Instructions

The instruction FIFO can hold up to eight 32-bit instruction
words. A CPU writes instruction words to the instruction
FIFO (INSTR_FF_WR register) and the crypto block
decodes the instruction words to execute the instructions.
INSTR_FF_STATUS.USED specifies how many of the eight
instruction FIFO entries are used. The instruction FIFO
decouples the progress of CPU execution from the crypto
block execution: the CPU can write new instruction words to
the FIFO, while the block executes previously written
instructions.

There are multiple interrupt causes associated with the
instruction FIFO and the instruction decoder:

m The INTR.INSTR_FF_OVERFLOW interrupt cause is
activated on a write to a full instruction FIFO.

m THE INTR.INSTR_FF_LEVEL interrupt cause is
activated when the number of used FIFO entries
(INSTR_FF_STATUS.USED) is less than a specified
number of FIFO entries (INSTR_FF_CTL.LEVEL).

m The INTR.INSTR_OPC_ERROR interrupt cause is
activated when an instruction's operation code is not
defined.

m The INTR.INSTR_CC_ERROR interrupt cause is
activated when a vector unit instruction has an
undefined condition code.

Most  instructions  perform  specific  cryptographic
functionality. For example, the AES instruction performs and
Advanced Encryption Standard (AES) block cipher
operation. Some instructions perform more generic
functionality: most generic instructions move operand data
between different locations. Higher level symmetric cipher
and hash functionality is implemented using a combination
of cryptographic instructions and generic instructions.
Higher level asymmetric cipher functionality is implemented
using a set of vector unit (VU) instructions.

11.3.2

The instruction operands are found in one of the following
locations:

Instruction Operands

m  System memory

Memory buffer

Instruction FIFO instruction words
Load and store FIFOs

Register buffer

Vector unit register-file

System memory. The system memory includes all memory-
mapped memories attached to the bus infrastructure that

Cryptographic Function Block (Crypto)

are accessible by the crypto block through the master bus
interface.

Memory buffer. The crypto block memory buffer is an
internal SRAM with a capacity of up to 16 KB. This internal
SRAM provides better latency and bandwidth characteristics
than the system memory. Therefore, frequently accessed
vector unit instruction operand data is typically located in the
memory buffer.

Both the block’s external system memory and internal
memory buffer are accessed through the same memory
interface component. The access address specifies if the
access is to the system memory or the internal memory
buffer (also see VU_CTL.ADDR[31:14]).

External bus masters can access both the system memory
and the crypto’s internal memory. The external bus masters
access the internal memory through the slave bus interface.

Instruction FIFO. For some instructions, immediate
operand data is provided by the instruction words. The
limited 32-bit instruction words only allow for limited
immediate operand data.

Load and store FIFOs. Most instructions have stream-like
operand data: sequences of bytes that are specified by the
access address of the start byte. The two load FIFOs
provide access to source operand data and the single store
FIFO provides access to destination operand data. Typically,
vector unit instruction operand data is “streamed” from the
crypto block memory buffer.

Register buffer. Most symmetric and hash cryptographic
instructions benefit from a large (2048-bit) register buffer.
This register buffer provides access flexibility that is not
provided by the load and store FIFOs. The register buffer is
shared by different instructions to amortize its cost (silicon
area). After an Active reset or a crypto block reset
(CTL.ENABLED), the register buffer is set to ‘0’.

Vector unit register file. Most vector unit instructions
perform large integer arithmetic functionality. For example,
the VU ADD instruction can add two 4096-bit numbers.
Typically, operand data is “streamed” from the memory
buffer. In addition, a vector unit register file with sixteen
registers is provided. Each register specifies the location of
a number (start word access address) and the size of the
number (the size is in bits).

11.3.3

The load and store FIFOs provide access to operand data in
a “streaming” nature. Operand data is streamed through the
memory interface from or to either the internal memory
buffer or the system memory.

Load and Store FIFO Instructions

Two independent load FIFOs provide access to streamed
source operand data. Each FIFO has a multi-byte buffer to
prefetch operand data.
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One store FIFO provides access to streamed destination
operand data. The FIFO has a multi-byte buffer to
temporarily hold the data before it is written to the memory
interface.

Streamed operand data is specified by a memory start
address and an operand size in bytes.

Table 11-1. FF_START Instruction

Cryptographic Function Block (Crypto)

Three FIFO instructions are supported: FF_START,
FF_STOP, and FF_CONTINUE. The FF_START and
FF_STOP instructions are supported for both the load and
store FIFOs. The FF_CONTINUE instruction is only
supported for the load FIFOs. The FF_START and
FF_CONTINUE instructions consist of three instruction
words. The FF_STOP instruction consists of a single
instruction word.

Instruction Format

FF_START (ff_identifier, address[31:0], size[31:0])

IWO[31:24] = “operation code”
IWO[3:0] = ff_identifier // “8”: load FIFO O,
Encoding // “9”: load FIFO 1,
// “12”: store FIFO
IW1[31:0] = address[31:0]
IW2[31:0] = size[31:0]
Mnemonic Operation Code Functionality
Clear the FIFO multi-byte buffer. Start streaming size[31:0] operand data bytes,
starting at address[31:0].
This instruction is supported by both load and store FIFOs. For load FIFOs, data
FF_START 0x70 bytes are read through the memory interface. For the store FIFO, data bytes are
written to the memory interface.
The INSTR_OPC_ERROR interrupt cause is set when the ff_identifier is not a legal
value.

Table 11-2. FF_STOP instruction

Instruction Format

FF_STOP (ff_identifier)

IWO[31:24] = “operation code”
Encodin IWO[3:0] = ff_identifier // “8”: load FIFO O,
9 /7 “9”: load FIFO 1,
// “12”: store FIFO
Mnemonic Operation Code Functionality
Stop streaming
This instruction is supported by both load and store FIFOs. For load FIFOs, the multi-
FF_STOP 0x72 bytg buffer |§ clear.ed. For the sf[ore FIFO, the multi-byte buffer is written to the mem-
ory interface; that is, the buffer is flushed.
The INSTR_OPC_ERROR interrupt cause is set when the ff_identifier is not a legal
value.

Table 11-3. FF_CONTINUE Instruction

Instruction Format

FF_CONTINUE (ff_identifier, address[31:0], size[31:0])

IWO[31:24] = “operation code”
IWO[3:0] = ff_identifier // “8”: load FIFO O,
Encoding // “9”: load FIFO 1,
IW1[31:0] = address[31:0]
IW2[31:0] = size[31:0]
Mnemonic Operation Code Functionality
Do not clear the FIFO multi-byte buffer. Continue streaming size[31:0] oper-
and data bytes, starting at address[31:0]. This instruction can only be started
when a previous FF_START or FF_CONTINUE instruction for the same load
FIFO has read all its operand data bytes from the memory interface (see
FF_CONTINUE 0x71 LOADO1/_FF_STATUS.BUSY).
This instruction is only supported by the load FIFOs.
The INSTR_OPC_ERROR interrupt cause is set when the ff_identifier is not a
legal value.
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Cryptographic Function Block (Crypto)

The status of the load and store FIFOs is provided through the LOADO_FF_STATUS, LOAD1_FF_STATUS, and
STORE_FF_STATUS registers.

11.3.4

Register Buffer Instructions

The 2048-bit register buffer has two 1024-bit partitions: reg_buff[1023:0] and reg_buff[2047:1024]. The reg_buff[1023:0]
partition has eight 128-bit subpartitions:

block0[127:0] = reg_buff[0*128+127:0*128]
block1[127:0] = reg_buff[1*128+127:1*128]
block2[127:0] = reg_buff[2*128+127:2*128]
block3[127:0] = reg_buff[3*128+127:3*128]
block4[127:0] = reg_buff[4*128+127:4*128]
block5[127:0] = reg_buff[5*128+127:5*128]
block6[127:0] = reg_buff[6*128+127:6*128]
block7[127:0] = reg_buff[7*128+127:7*128]

The reg_buff[1023:0] partition consists of 128 bytes: Byte offset 0 identifies reg_buff[7:0] and Byte offset 127 identifies

reg_buff[1023:1016].

Some instructions work on the complete register buffer and some instructions work on 128-bit subpartitions.

Table 11-4. CLEAR Instruction

Instruction Format

CLEAR O

Encoding IW[31:24] = “operation code”
Mnemonic Operation Code Functionality
reg_buff[2047:0] = O;
CLEAR O0x64 This instruction is used to set the register buffer to ‘0’. This instruction is useful to

prevent information leakage from the register buffer.
The instruction also sets DEV_KEY_STATUS.LOADED to '0'".

Table 11-5. SWAP Instruction

Instruction Format

SWAP O

Encoding IW[31:24] = “operation code”
Mnemonic Operation Code Functionality
temp = reg_buff[1023:0];
SWAP 0x65 reg_buff[1023:0] = reg_buff[2047:1024];

reg_buff[2047:1024] = temp;
This instruction swaps/exchanges the two register buffer partitions.

Table 11-6. XOR Instruction

Instruction Format

XOR (offset[6:0], size[7:0])

IW[31:24] = “operation code”
Encoding IW[14:8] = offset
IW[7:0] = size // in the range [0,128]
Mnemonic Operation Code Functionality
data = GetFifoData (LOADO_FIFO, size);
data = data << (offset*8);
XOR 0x66 reg_buff[1023:0] = reg_buff[1023:0] ~ data;

This instruction always uses load FIFO 0.

Note: This instruction can only access the lower register buffer partition.
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Table 11-7. STORE Instruction

Cryptographic Function Block (Crypto)

Instruction Format STORE (offset[6:0], size[7:0])
IW[31:24] = “operation code”
Encoding IW[14:8] = offset
IW[7:0] = size // in the range [0,128]
Mnemonic Operation Code Functionality
data = reg_buff[1023:0]
STORE 0x67 data = data >> (offset*8);
SetFifoData (STORE_FIFO, size, data)

Table 11-8. BYTE_SET Instruction

Instruction Format BYTE_SET (offset[6:0], byte[7:0])
IW[31:24] = ““operation code”
Encoding IW[14:8] = offset
IW[7:0] = byte
Mnemonic Operation Code Functionality
BYTE_SET 0x68 reg_buff[offset*8 + 7: offset*8] = byte;

Some instructions work on (up to) 128-bit subpartitions or blocks. In addition, these instructions can work on the load and
store FIFOs. The instructions' source and destination operand identifiers are encoded as follows:

0: block0[127:0] = reg_buff[0*128+127:0*128]
1: block1[127:0] = reg_buff[1*128+127:1*128]
2: block2[127:0] = reg_buff[2*128+127:2*128]
3: block3[127:0] = reg_buff[3*128+127:3*128]
4: block4[127:0] = reg_buff[4*128+127:4*128]
5: block5[127:0] = reg_buff[5*128+127:5%128]
6: block6[127:0] = reg_buff[6*128+127:6*128]
7: block7[127:0] = reg_buff[7*128+127:7*128]
8: load FIFO 0
9: load FIFO 1
12: store FIFO
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Table 11-9. BLOCK_MOV Instruction

Cryptographic Function Block (Crypto)

Instruction Format

BLOCK_MOV (reflect[1], size[3:0], dst[3:0], src0[3:0])

IW[31:24] = “operation code”
1W[23] = reflect
Encoding IW[19:16] = size
IW[15:12] = dst
IW[3:0] = srcO
Mnemonic Operation Code Functionality
size = (size == 0) ? 16 : size;
datal = dataO = GetBlock (srcO, size);
if (reflect) { // assume size of 16 B / 128 bit
temp = dataO;
for (i =0; i <16; 1 +=1) {
BLOCK_MOV 0x40 for 9 = 0; 3 <8 § +=1){

// reflection of bits in a byte
datal[8*i + j] = dataO[8*i + 7-j];
3
}
b

SetBlock (dst, size, datal);

Table 11-10. BLOCK_XOR Instruction

Instruction Format

BLOCK_XOR (size[3:0], dst[3:0], srcl[3:0], srcO[3:0])

IW[31:24] = “operation code”

IW[19:16] = size
Encoding IW[15:12] = dst

IW[7:4] = srcl

IW[3:0] = srcO
Mnemonic Operation Code Functionality

size = (size == 0) ? 16 : size;

BLOCK_XOR 0x41 data0 f GetBlock (src0O, size);

datal = GetBlock (srcl, size);
SetBlock (dst, size, data0 ~ datal);

Table 11-11. BLOCK_SET

Instruction

Instruction Format

BLOCK_SET (size[3:0], dst[3:0], byte[7:0])

IW[31:24] = “operation code”
. IW[19:16] = size
Encoding IW[15:12] = dst
IW[7:0] = byte
Mnemonic Operation Code Functionality
i = i == ? - i -
BLOCK_SET Ox42 size (size 0) ? 16 : size;

SetBlock (dst, size, {16{byte[7:01}})
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Table 11-12. BLOCK_CMP Instruction

Instruction Format BLOCK_CMP (size[3:0], src1[3:0], src0[7:0])
IW[31:24] = “operation code”
. IW[19:16] = size
Encoding IW[7:4] = srcl
IW[3:0] = srcO
Mnemonic Operation Code Functionality
size = (size == 0) ? 16 : size;
data0 = GetSourceBlock (srcO, size);
BLOCK_CMP 0x43 datal = GetSourceBlock (srcl, size);
RESULT.DATA |= (dataO[size*8-1:0] != datal[size*8-1:0]);
Table 11-13. BLOCK_GCM Instruction
Instruction Format BLOCK_GCM (when GCM parameter is "1%)
Encoding IW[31:24] = “operation code”
Mnemonic Operation Code Functionality
Perform a GCM multiplication:
m {block2, blockl} = XMUL (blockl, block3)
BLOCK GCM 0x43 B blockl = GCM_Reduce ({block2, blockl})
- The instruction uses three specific 128-bit blocks. The XMUL operation is
part of the BLOCK_GCM instruction and is a carry-less multiplication. The
reduction is specific for the GCM cipher mode.

GetBlock is defined as follows:
GetBlock (src, size) {
switch (src) {
0: return blockO[127:0];
: return block1[127:0];
2: return block2[127:0];
3: return block3[127:0];
4: return block4[127:0];
5: return block5[127:0];
6: return block6[127:0];
7: return block7[127:0];
default: return GetFifoData (src, size);

SetBlock is defined as follows:
SetBlock (dst, size, data) {
switch (dst) {
0: block0[127:0] = data;

1: blockl1l[127:0] = data;
2: block2[127:0] = data;
3: block3[127:0] = data;
4: block4[127:0] = data;
5: block5[127:0] = data;
6: block6[127:0] = data;
7: block7[127:0] = data;
default: SetFifoData (dst, size, data);
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The GetFifoData function is defined as loading “size” bytes from a load FIFO. Up to 16 bytes can be loaded as data[127:0].
The first (top) loaded FIFO entry is mapped on data[7:0], the second loaded FIFO entry is mapped on data[15:8], and so on.
The SetFifoData function is defined as storing size bytes from a load FIFO. Up to 16 bytes can be stored as data[127:0]. The
first stored FIFO entry is mapped on data[7:0], the second stored FIFO entry is mapped on data[15:8], and so on.

11.4 Hash Algorithms

11.4.1  SHA1 and SHAZ2

The SHA1 and SHAZ2 functionality includes three hash instructions per the SHA standard (FIPS 180-4).
m The SHA1 instruction provides all SHA1 functionality (SHA1 always uses 512-bit blocks).

m  The SHA2_256 instruction provides SHA2 functionality for 512-bit blocks.

m The SHA2_ 512 instruction provides SHA2 functionality for 1024-bit blocks.

The instructions support different block sizes and hash sizes:

Instruction Block Size Hash Size
SHA1 512 bits 160 bits
SHA2_256 512 bits 256 bits
SHA2_512 1024 bits 512 bits

The SHA1 instruction supports a single algorithm with a specific message digest size. The SHA2_256 and SHA2_ 512
instructions support multiple algorithms with different message digest sizes.

Instruction Algorithm Hash Size Message Digest Size
SHA1 SHA-1 160 bits 160 bits
SHA-224 256 bits 224 bits
SHA2_256
SHA-256 256 bits 256 bits
SHA-384 512 bits 384 bits
SHA-512 512 bits 512 bits
SHA2_512
SHA-512/224 512 bits 224 bits
SHA-512/256 512 bits 256 bits

A SHA algorithm calculates a fixed-length hash value from a
variable length message. The hash value is used to produce
a message digest or signature. It is computationally
impossible to change the message without changing the
hash value. The algorithm is stateless: a given message
always produces the same hash value. To prevent “replay
attacks”, a counter may be included in the message.

The variable length message must be preprocessed: a ‘1’ bit
must be appended to the message followed by ‘0’s and a bit
size field. The preprocessed message consists of an integer
multiple of 512 bit or 1024 bit blocks. The SHA component
processes a single block at a time:

m The first SHA instruction on the first message block uses
an initial hash value as defined by the standard (each
SHA algorithm has a specific initial hash value).

m  Subsequent SHA instructions on successive message
blocks use the produced hash value of the previous SHA
operation.
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The SHA instruction of the last message block produces the
final hash value. The message digest is a subset of this final
hash value.

The SHA
functionality:

instructions do not perform the following

m Preprocessing of a message.

m Initialization of the register buffer with the algorithm’s
specific initial hash value.

m  Copy the algorithm’s message digest to memory.

Software is required to preprocess the message. The
FIFO_START instruction can be used to load (load FIFO)
the register buffer with the initial hash value and to store
(store FIFO) the message digest.

A SHA instruction uses “round weights” that are derived
from the message block. Each SHA round uses a dedicated
round weight. The “round weights” are derived on-the-fly (a
new round weight is calculated when needed, and replaces
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a round weight from a previous round). The following table

Cryptographic Function Block (Crypto)

reg_buff[511:0] and the SHA2_512 instruction uses

provides the number of rounds. reg_buff[1023:0].
m reg_buff[1535:1024] is used for the hash value. Before
Instruction Rounds the first SHA instruction, this region is written with the
SHA1 80 algorithm’s initial hash value. The algorithms with hash
HA2 2 " values smaller than 512 bits only use the lower bits of
SHAZ_256 6 this region.
SHA2_512 80 m reg_buff[2047:1536] is used as a working copy of the

The instructions use register buffer operands. Specifically,

the instructions use reg_bu
]

block. The SHA1 and S

f[2047:0]:

reg_buff[1023:0] is used for the round weights. Before
an instruction, this region is written with the message

HA2_256 instructions use

Table 11-14. SHA1 Instruction

hash value. This working copy is updated during the
SHA rounds and copied to reg_buff[1535:1024] at the
end of the instruction.

The instructions are described in the following tables.

Instruction Format SHA1L O
Encoding IW[31:24] = “operation code”
Mnemonic Operation Code Functionality
Perform a SHA1 function on a 512-bit message block in reg_buff[511:0] with
SHA1 0x69 the current 160-bit hash value in reg_buff[1183:1024]. The resulting hash

value is provided in reg_buff[1183:1024]. At the end of the instruction,
reg_buff[1023:0] is set to ‘0’.

Table 11-15. SHA2_256 Instruction
Instruction Format SHA2_256 ()
Encoding IW[31:24] = “operation code”
Mnemonic Operation Code Functionality
Perform a SHA2 function on a 512-bit message block in reg_buff[511:0] with
SHA2_ 256 Ox6a the current 256-bit hash value in reg_buff[1279:1024]. The resulting hash

value is provided in reg_buff[1279:1024]. At the end of the instruction,
reg_buff[1023:0] is set to ‘0’.

Table 11-16. SHA2_512 Instruction
Instruction Format SHA2_512 (O
Encoding IW[31:24] = ““operation code”
Mnemonic Operation Code Functionality
Perform a SHA2 function on a 1024-bit message block in reg_buff[1023:0]
SHA2 512 0x6b with the current 512-bit hash value in reg_buff[1535:1024]. The resulting hash

value is provided in reg_buff[1535:1024]. At the end of the instruction,
reg_buff[1023:0] is set to ‘0’.
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11.4.2 SHA3 m The rate r, which is the number of consumed message
bits or produced digest bits per application of the Keccak
The Secure Hash Algorithm-3 (SHA-3) is a family of six permutation (SHA3 instruction).
algorithms: m The capacity ¢, which is defined as b-r.
SHA3-224 All six hash algorith tructed b ddi
six hash algorithms are constructed by padding a
= SHA3-256 message M and applying the Keccak-p[1600, 24]
m SHA3-384 permutation repeatedly. The algorithms differ in terms of the
m SHA3-512 rate r and the padding.
m SHAKE128 The permutation’s rate r determines the speed of the
m SHAKE256 algorithm: a higher rate requires less applications of the

. . e permutation function (SHA3 instruction).
Each of these algorithms relies on a specific instance of the

Keccak-p[b, nr] permutation, with b = 1600 and nr = 24. The The permutation’s capacity c determines the security of the
parameter b specifies the permutation bit width (1600 bits) algorithm: a higher capacity provides higher security.
and the parameter nr specifies the number of permutation

Table 11-17 i i ’ ity.
rounds (24 rounds). able lists the algorithms’ rate and capacity. In

addition, it lists the size of the message digest. Note: The
The permutation bit width b is the sum of: SHAS3 hash algorithms have fixed-length digests and the
SHAKE extendable output functions have variable-length
digests.

Table 11-17. Algorithm Rate and Capacity

Algorithm Rate, Capacity Digest Length
SHA3-224 r=1152b,c=448b 224 b (28 B)
SHA3-256 r=1088b,c=512b 256 b (32 B)
SHA3-384 r=832b,c=768b 384 b (48 B)
SHA3-512 r=576b,c=1024b 512 b (64 B)
SHAKE128 r=1344b,c=256b Variable length
SHAKE256 r=1088b,c=512b Variable length

The padded message has a length that is an integer multiple of the r